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Foreword

I should like to record here my sincere gratitude to Professor Hodge and

Dr Pedoe for their constant help and encouragement in my work. Through

their encouragement I have found an increasing interest in the arithmetic

theory of algebraic varieties which has made this work worthwhile for me.

A large part of my thesis is concerned with a survey of the algebraic

foundations of the arithmetic theory of algebraic varieties and with the re-

sults of other people who have developed the theory. The whole of chapter

1 and most of chapters 2 and 3 are concerned with this. The work in §§2.5

and 3.3 is my own. In §3.1 the results are, of course, not original, but in an

endeavour to give something in the way of concise proofs for them I have

used some of my own arguments. I could not, for instance, find an explicit

statement of lemma 1 in this section and I found it a convenient result to

use. In the next chapter, §§4.1 and 4.2 describe the results of Muhly and

Gaeta. The remaining work in the thesis is original as far as I know.



Symbols and Conventions

Sn denotes a projective space of n dimensions in which (x0, x1, · · · , xn),

or sometimes (y0, y1, · · · , yn), are homogeneous coordinates. An denotes

an affine space of n dimensions and (x1, · · · , xn) are non-homogeneous co-

ordinates in An. Confusion through using x’s for both homogeneous and

non-homogeneous coordinates is not likely to arise, but where necessary one

set of coordinates will be distinguished by dashes.

K is the ground-field in which the coefficients in the equations defining

algebraic varieties are chosen. K is assumed to be of zero characteristic but

is not algebraically closed unless this is specifically stated.

V m
r will be used to denote an algebraic variety of dimension r and order

m. Either, or both, suffixes may be dropped when they are not relevant.

Other letters which I have used to denote varieties are U and W . Where

there is no ambiguity I have often used “variety” or “algebraic variety” to

mean “irreducible algebraic variety”.

K[x1, · · · , xn] is the ring of polynomials in x1, · · · , xn with coefficients in

K. K(x1, · · · , xn), the quotient field of K[x1, · · · , xn], is the field of rational

functions in x1, · · · , xn. K{x1, · · · , xn} denotes the ring of power series in

x1, · · · , xn convergent in some neighbourhood of the origin.

Greek letters will usually be used for the coordinates of a generic point

of the variety. If (1, ξ1, · · · , ξn) are the coordinates of a normalised generic

point of V , then σ = K[ξ1, · · · , ξn], the ring of polynomials in the coordinates

of this generic point with coefficients in K, is an integral domain associated

with V . The quotient field of σ is Σ = K(ξ1, · · · , ξn). Σ is the function field

of V .

Other symbols will be explained as they occur.



I have divided my thesis into five chapters which are subdivided into

numbered paragraphs. Wherever I have referred back to an equation or

expression by a number in round brackets this will refer back to the equation

or expression of that number in the same paragraph unless otherwise stated.

References to books and papers are given by numbers in square brackets

in the text. The numbers are given in the list of references at the end of the

thesis. If necessary, the exact page in the work concerned is given after the

reference number.

A few footnotes occur and the sign “†” in the text alludes to these.

The sections into which I have divided my thesis are as follows : —
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Introduction

Modern algebraic geometry is concerned with problems in birational

geometry. If Vr is an algebraic locus in a projective space Sn in which

(x0, x1, · · · , xn) are homogeneous coordinates, and if V ′r is another algebraic

locus in Sm where (y0, y1, · · · , ym) are homogeneous coordinates, then Vr

and V ′r are said to be birationally equivalent if two sets of equations:

y0 : y1 : · · · ym = ϕ0(x0, x1, · · ·xn) : ϕ1(x0, x1, · · ·xn) : · · · : ϕm(x0, x1, · · ·xn)

x0 : x1 : · · ·xn = ψ0(y0, y1, · · · ym) : ψ1(y0, y1, · · · ym) : · · · : ψn(y0, y1, · · · , ym)

(where ϕi (i = 0, 1 · · ·m) are forms of the same degree in x0, · · ·xn and

ψi (i = 0, 1 · · ·n) are forms of the same degree in y0 · · · ym) define a cor-

respondence between the unexceptional points of Vr and V ′r . V ′r is called

a projective model of Vr. The correspondence is (1, 1) between unexcep-

tional points of the two varieties but there may be points on either variety

to which there corresponds more than one point on the other. Such points

lie on what is often called the fundamental locus of the variety. † The

fundamental locus on V for example is the set of points on V for which

ϕ0 = ϕ1 = · · · = ϕm = 0.

It often happens that results concerning birational correspondence be-

tween V and V ′ are true only for non-singular varieties. For example, for

non-singular varieties it is true that the transform of the fundamental locus

on V is a pure (r−1)-dimensional subvariety of V ′ [16], but this result is not

necessarily true when V is singular. For reasons of this nature the problem

of the resolution of the singularities of an algebraic locus is one of the central

problems in birational geometry.

†Zariski’s definition of a fundamental locus is not quite this. [See [27] p515]



The most familiar solution of this problem in the case of algebraic curves

depends on the theory of linear series of sets of points on an algebraic curve.

In this theory the genus, the only numerical birational invariant of a curve,

plays an important part. Many difficulties are encountered when the the-

ory is generalised to cover the case of algebraic surfaces as Professor Baker

pointed out in his Presidential Address to the London Mathematical Society

in 1912 [2]. For surfaces three numerical invariants are well-known. They

are the arithmetic, geometric and linear genera, and there may be others.

The increased complications are well-illustrated in Zariski’s work in “Al-

gebraic Surfaces” [21]. The whole theory of linear series of equivalence is

characteristic of the methods of the Italian school of geometry. In spite of

many complicated difficulties, Severi has succceeded in developing a theory

of linear series of equivalences for algebraic varieties of any dimension which

may well prove to be the simplest approach to some types of problems in

algebraic geometry.

In his recently published book “Fondamenti di Geometria Algebria” [13],

Severi considers the theory for surfaces in detail and introduces the general

theory. He works always with a surface in S3 which he assumes to have only

“ordinary singularities”. This is the usual procedure and Zariski does the

same thing in his book mentioned above. This approach presupposes the

possibility of resolving the singularities of any given surface by transforming

it birationally into a non-singular model in S5. These “ordinary singulari-

ties” in S3 are just those which cannot be avoided when a nonsingular surface

in S5 is projected from a general line into S3. For three-dimensional varieties

a non-singular projective model exists in S7, and seven is the lowest dimen-

sion for which this result is true. Presumably, postulates Severi, a similar

result holds for a variety Vr of any dimension r and a projective model can



be found in S2r+1 which is free from singularities. This is a conjecture and

it is, in fact, only quite recently that∗ Zariski has shown it to be true in the

case r = 3.

In the anniversary volume of “Courant” in 1948 under the title “The

foundation of algebraic geometry. A very incomplete historical survey” [19]

van der Waerden writes of the inspiration that he received from Emmy

Noether when, in Göttingen in 1924, she taught him “that algebraic ge-

ometry ought to be based on Steimitz’ algebraic theory of fields and on

Dedekind’s arithmetic theory of algebraic functions and ideals”. “I at once

saw that she was right”, says van der Waerden. “I was enthused by her foun-

dation of the general theory of ideals, based upon Hilbert’s basis theorem,

and by her theory of “ganz-abgeschlossene Ringe” ”.

This admiration for Emmy Noether’s work and its influences on his own

reearches can be seen in van der Waerden’s work. His well-known book

“Moderne Algebra” was written, as its title page acknowledges, “unter Be-

nutzung von Vorlesungen von E. Artin und E. Noether”. In this work he

devotes a good deal of space to the study of the algebraic theory of fields.

A great many of the invariant properties of a class of birationally equivalent

varieties can be derived from a study of their common function field and it

is mainly for this reason that field theory is studied so extensively by ge-

ometers. The important idea of the generic point of an irreducible algebraic

variety was, van der Waerden claims, implicit in Emmy Noether’s work,

although it was as a result of his own research that the idea first reached

publication in Volume 96 of the Mathematische Annalen [14]. In this paper,

he proves the important result that every irreducible algebraic variety has

∗“that” suggested by the typist as a correction from “the”



a generic point. The long series of fifteen papers “Zur Algebraische Geome-

trie” was also published in the Mathematische Annalen between 1933 and

1938.

Throughout his work on algebraic geometry, van der Waerden has pre-

ferred to rely on purely algebraic methods with little recourse to the powerful

methods of modern topology. This is because he maintains that these alge-

braic methods have a wider field of application than topological methods.

By this constant appeal to results in modern algebra, he shows himself to be

one of the pioneers of the modern school of geometry which seeks to apply

arithmetic methods to birational geometry. In van der Waerden’s earlier

papers classical ideas involving intuition and continuity were still apparent,

but gradually the arithmetic theory has asserted itself. It is certainly the

arithmetic theory which has dominated the researches of his two eminent

pupils Wei Liang Chow and André Weil. It is a far cry from the first of the

Z.A.G. papers to Weil’s book on “The Foundations of Algebraic Geometry”

[20]. The same change of outlook is exhibited throughout Zariski’s work

if, for example, his “Algebraic Surfaces” [21] be compared with his recent

solution of the resolution of the singularities of an algebraic surface [23, 25].

In his recent presidential address to the London Mathematical Society, Pro-

fessor Hodge surveyed the achievements of present-day algebraic geometers

[7]. His address was concerned mainly with contributions to the arithmetic

theory.

The two main theories underlying this arithmetic approach are ideal

theory and valuations theory. I should like to discuss both of these theories

later on in my thesis and wish only to mention them here. Zariski seems

to concentrate his interest on zero-dimensional valuations whereas van der

Waerden has recently turned his attention to the (r − 1)-dimensional valu-



ations of a function field of degree of transcendence r over the ground field.

“I confess I do not like infinitely near points” he says, and he tries hard

to dispose of them and the “odious complications” to which they give rise

in the theory of linear series of equivalence [19]. Now, after twenty years

of meditation on the problem, he believes that he can dispense with this

awkward concept and use instead the (r − 1)-dimensional valuations men-

tioned above. There is a brief explanatory note at the end of his essay in

“Courant” and a detailed paper is published in a recent volume of Acta

Salimanticensia.

It is the zero-dimensional valuations alone that Zariski has considered in

resolving the singularities of an algebraic surface. One of the main steps in

his work in this connection concerns normal varieties and the very important

fact that an irreducible normal variety of dimension r has no singular locus

of dimension r − 1. This is a property which is shared by the wider class

of locally normal varieties. ∗ The geometrical properties of these normal

and locally normal varieties have formed the main subject of my study. In

this I have tried to set my own investigations into a general survey of the

arithmetical theory of algebraic varieties in an endeavour both to display the

importance of normal varieties in algebraic geometry and also to explain the

algebraic ideas which I have used in discussing the concept of normality.

∗I have corrected this from “varies” in the manuscript. M.R.



Chapter 1.

Preliminary definitions



§1.1 Definition of an algebraic variety

Consider an affine space An in which (x1, · · · , xn) are non-homogeneous

coordinates. fi(x1, · · · , xn) = 0 where fi(x1, · · · , xn) belong to K[x1, · · ·xn],

is a finite or infinite set of algebraic equations. The points in An whose

coordinates (α1, · · · , αn) satisfy all these equations, form an algebraic variety

V in An. The coordinates αi (i = 1, · · · , n) belong to some extension of the

groundfield K. The polynomials which vanish at every point of V form an

ideal in the ring K[x1, · · · , xn]. As a consequence of Hilbert’s Basis Theorem

concerning ideals in a polynomial ring, we can find a finite set of equations

gi(x1, · · · , xn) = 0 (i = 1, · · · , h) which are sufficient to determine the points

of the variety V .

If we consider a set of equations fi(x0, x1 · · · , xn) = 0 which are homoge-

neous in the indeterminates x0, x1, · · ·xn, and if (x0, x1, · · ·xn) are regarded

as homogeneous coordinates in a projective space Sn, the non-zero solu-

tions only are of importance. A solution (α0, α1, · · ·αn) is equivalent to

(λα0, λα1, · · · , λαn), λ 6= 0, since both sets of coordinates define the same

point in Sn. The points whose coordinates form a solution for these homo-

geneous equations define an algebraic variety V in the projective space Sn.

This variety can be defined by a finite number of homogeneous equations

gi(x0, x1, · · · , xn) = 0 (i = 1, · · · , h), which form a base for the homogeneous

ideal of polynomials in K[x0, x1, · · · , xn] which vanish at every point of V .

Let V be an algebraic variety defined in Sn over the ground field K. The

variety V is said to be reducible over K if we can find two varieties V1 and

V2, both defined over K and distinct from V , whose points are points of V

such that V , considered as a set of points, is the sum of the point sets V1



and V2. In this case we write

V = V1+̇V2.

If V1 and V2 cannot be found to satisfy these conditions, V is irreducible.

In fact every variety V is the sum of a finite number of irreducible varieties

Vi (i = 1, · · · , s) and we can write

V = V1+̇V2+̇ · · · +̇Vs.

The component varieties Vi (i = 1, · · · , s) are unique provided that irrelevant

components Vi, which are contained in some other Vj (i 6= j) are rejected.

A polynomial ϕ(x0, x1, · · · , xn) is said to vanish over V if it vanishes at

every point of V . A necessary and sufficient condition for V to be reducible

over K is the existence of two forms ϕ(x0, x1, · · · , xn) and ψ(x0, x1, · · · , xn)

belonging to K[x0, x1, · · · , xn] whose product vanishes over V although nei-

ther ϕ nor ψ separately vanishes over V .

This definition of reducibility depends on the ground field K and a vari-

ety which is irreducible over K may become reducible when this ground field

is extended. For example. the equation x20 + x21 = 0 defines an irreducible

variety in S1 over the real number field, but over the complex number field

the same equation defines a reducible variety consisting of the two points

(1, i) and (1,−i), where i2 = −1.

§1.2 The function field of an irreducible variety and the idea of a generic point.

Associated with every irreducible variety V in Sn is a field known as the

function field of V . It is usually denoted by Σ and is defined as follows. We

consider the quotients of forms of like degree

a

b
=
a(x0, x1, · · · , xn)

b(x0, x1, · · · , xn)



and divide these quotients into equivalence classes
{a
b

}
defining two quo-

tients
a

b
and

a′

b′
as equivalent if ab′− a′b vanishes over V . If V is irreducible

these classes can be shown to form a field Σ which contains a subfield iso-

morphic to K. Σ is the field of rational functions on V and is called the

function field of the variety.

One of the most important characteristic properties of an irreducible

variety V is the existence of a generic point. Let us suppose that V is

defined by the homogeneous equations

fi(x0, x1, · · · , xn) = 0, (i = 1, · · · , h).

The point with coordinates (ξ0, ξ1, · · · , ξn), where ξi (i = 0, · · · r) are in some

extension of the ground field, is called a generic point of V if it satisfies one

of the following two conditions:

(i) fi(ξ0, ξ1, · · · ξn) = 0 (i = 1, · · · , h).

(ii) If g(x0, x1, · · ·xn) is a polynomial in K[x0, · · · , xn] such that

g(ξ0, ξ1, · · · , ξn) = 0 then g(x0, x1, · · · , xn) vanishes over the variety V .

If the point (ξ0, ξ1, · · · , ξn) is a generic point of V then obviously the

point (λξ0, λξ1, · · · , λξn), where λ is a non-zero quantity belonging to any

extension of K, is also a generic point of V . If λ is chosen to that the first

nonvanishing coordinate is one, and, if necessary, rearranging the order of

the coordinates, it is possible to write the coordinates of the generic point in

the normalised form (1, ξ′1, · · · , ξ′n). This means that V does not lie entirely

in the prime x0 = 0. Choosing this prime as the prime at infinity and

x′i =
xi
x0

, (i = 1, · · · , n), as non-homogeneous coordinates in the affine space

An obtained from Sn by neglecting these points at infinity, then (ξ′1, · · · , ξ′n)



are non-homogeneous coordinates of a generic point of V considered as a

variety defined in An by the non-homogeneous equations

fi(1, x
′
1, · · · , x′n) = 0 (i = 1, · · ·h).

The generic point of a variety is not unique. If (ξ0, ξ1, · · · , ξn) and (η0, η1, · · · , ηn)

are two generic points of the same variety V in Sn, then ξ0 6= 0 implies

η0 6= 0 and therefore (1, ξ′1, · · · ξ′n) and (1, η′1, · · · η′n) can be regarded as the

corresponding normalised generic points. It can be shown that the two

rings K[ξ′1, · · · , ξ′n] and K[η′1, · · · , η′n] are isomorphic. It will appear later

that these two rings are isomorphic also with K[x′1, · · · , x′n]/p, the ring of

residue classes of polynomials in K[x′1, · · · , x′n] modulo p, the prime ideal

defined in V by K[x′1, · · ·x′n]. These rings are in fact integral domains and

K[x′1, · · · , x′n]/p is often called the integral domain of V . The quotient fields

of these three rings are also isomorphic with each other and the quotient field

of the integral domain of V is Σ, the function field of V . Dropping now the

dashes on the ξ’s, η’s and x’s so that x1, · · ·xn refer to a non-homogeneous

coordinate system we have therefore:

K[ξ1, · · · , ξn] ∼= K[η1, · · · ηn] ∼= K[x1, · · ·xn]/p

and

K(ξ1, · · · ξn) ∼= K(η1, · · · , ηn) ∼= Σ.

If (1, ξ1, · · · , ξn) is a normalised generic point of V it is quite often found

convenient to refer to K[ξ1, · · · , ξn] as the integral domain of V and to

K(ξ1, · · · , ξn) as the function field of V .

If V and V ′ are birationally equivalent varieties with normalised generic

points (1, ξ1, · · · ξn) and (1, η1, · · · , ηm) defined respectively in Sn and Sm

over the same ground field K, then their function fields are isomorphic. If,



more particularly the integral domains K[ξ1, · · · , ξn] and K[η1, · · · ηm] are

isomorphic, then the correspondence between the finite points of V and

V ′ is one-one without exception and V and V ′ are said to be integrally

equivalent ([22], p.279).

If (1, ξ1, · · · , ξn) is a normalised generic point of the irreducible variety

V in Sn then the dimension of V is defined to be the maximum number r of

the coordinates ξi which are algebraically independent over K. It is always

possible to choose a coordinate system so that the quantities ξ1, · · · , ξr are

algebraically independent over K and so that ξr+1, · · · , ξn are each algebraic

over the field K(ξ1, · · · , ξr). This number r is equal to the degree of tran-

scendency of the function field of V , Σ = K(ξ1, · · · , ξn), over K. In the

general case of a reducible variety, its dimension is defined to be the same

as that of the irreducible component varieties of highest dimension.

If ξ1, · · · , ξn are any n quantities belonging to some extension of the

ground field K, then (ξ1, · · · , ξn) can be regarded as the non-homogeneous

coordinates of a generic point of some irreducible variety V defined over K.

If a given irreducible variety V is of dimension r and is defined in An, then

any set of quantities (ξ1, · · · , ξn) are the non-homogeneous coordinates of a

generic point of V provided that

(i) (ξ1, · · · , ξn) satisfy the non-homogeneous equations for V ,

(ii) K(ξ1, · · · , ξn) is of degree of transcendency r over K. ([20], p.73 The-

orem 2).

Suppose that (ξ0, ξ1, · · · , ξn) are homogeneous coordinates of a generic point

of Vr in Sn. The non-zero set of quantities (ζ0, ζ1, · · · , ζn) is called a non-

zero specialisation of (ξ0, ξ1, · · · , ξn) if, given f(x0, x1, · · ·xn), a polynomial

in x0, x1, · · · , xn such that f(ξ0, ξ1, · · · , ξn) = 0, then f(ζ0, ζ1, · · · , ζn) = 0.



This implies that (ζ0, ζ1, · · · ζn) are the coordinates of a point on Vr.

(λζ0, λζ1, · · · , λζn) (λ 6= 0), are the coordinates of the same point and, as-

suming ξ0 6= 0, it is possible to choose λ so that this point has normalised

coordinate (1, ζ ′1, · · · , ζ ′n). ζ0 6= 0 implies ξ0 6= 0 so that we can normalise

the coordinates of the above generic point of Vr and write them in the form

(1, ξ1, · · · , ξn). If the field K(ζ ′1, · · · ζ ′n) is of degree of transcendency s over

K then s ≤ r and (1, ζ ′1, · · · ζ ′n) are the coordinates of a generic point of an

irreducible subvariety Ws of Vr of dimension s.

§1.3 Form of the elements of a function field

Let (1, ξ1, · · · , ξn) be a normalised generic point of Vr, and let ξ1, · · · , ξr

be algebraically independent over the ground field K. Then any element of

the function field K(ξ1, · · · , ξn) can be written as a quotient of a polynomial

in K[ξ1, · · · , ξn] by a polynomial in K[ξ1, · · · , ξr]. This follows from the

following ∗ result. If we make a simple algebraic extension of the field K

using the irreducible equation f(x) = 0 where f(x) is of degree m in x, then,

if ξ is a root of this equation the extended field is isomorphic with K(ξ) and

K(ξ) = K[ξ]. We can in fact choose as elements of K[ξ], polynomials in ξ of

degree less than m ([8] p.100). The proof is as follows. The polynomials of

the ring K[x] are divided into equivalence classes modulo f(x). These classes

form a ring with the obvious definitions of addition and multiplication, the

zero of the ring being the class {f(x)} defined by f(x). The ring is in fact a

field. For suppose {g(x)} is any non-zero class. Polynomials r(x), s(x) can

be found in K[x] such that

r(x)g(x) + s(x)f(x) = 1

∗“following” has been inserted. M.R.



since g(x) and f(x) have highest common factor unity. Therefore

{r(x)}{g(x)} = {1}

showing that the class {g(x)} possesses an inverse in the ring of residue

classes which is consequently a field K ′1. The classes {a} where a belongs

to K form a subfield K1 of K ′1 and K1 is isomorphic with K. It follows

that K must possess an extension K ′ isomorphic with K ′1. In fact if ξ is

the element of K ′ corresponding to {x}, then ξ is a root of the equation

f(x) = 0. Also every element of K ′ can be written as a polynomial in ξ of

degree less than m. Consider any element {g(x)} of K ′1. In the class {g(x)}

there is a polynomial g(x) of degree less than m and the element of K ′ which

is isomorphic with {g(x)} is g(ξ).

This result extends simply to the case when ξ1, · · · , ξn are a finite number

of quantities each algebraic overK. In this caseK(ξ1, · · · , ξt) = K[ξ1, · · · , ξt].

We assume the result for t = s− 1 and prove it for t = s.

ξs is algebraic over K and therefore, a fortiori over K(ξ1, · · · , ξs−1). By

the induction hypothesis K(ξ1, · · · , ξs−1) = K[ξ1, · · · , ξs−1]. Using the result

above, we find that

K(ξ1, · · · , ξs−1, ξs) = K(ξ1, · · · , ξs−1)(ξs)

= K[ξ1, · · · , ξs−1](ξs)

= K[ξ1, · · · , ξs−1][ξs]

= K[ξ1, · · · , ξs−1, ξs]

The first result shows that the result is true for s = 1 and consequently for

s = 1, 2, · · · , k.



When we are considering the function fieldK(ξ1, ξ2, · · · , ξn) where ξ1, · · · , ξr

are algebraically independent and ξr+1 · · · , ξn are quantities algebraically de-

pendent on K(ξ1, · · · , ξr) then it follows that the function field Σ is given

by

Σ = K(ξ1, · · · , ξn) = K(ξ1, · · · , ξr)[ξr+1 · · · , ξn].



Chapter 2.

Algebra involved in the arithmetic theory



§2.1 Ideal theory in a Noetherian ring.†

One of the most important algebraic theories used in modern algebraic

geometry is the theory of ideals in a commutative ring.

An ideal a in a commutative ring s is a set of elements a, b,. . . of s such

that

(i) a− b is in a for all a, b in a

(ii) λa is in a for all a in a and λ in s

s is called a chain-condition ring or a Noetherian ring if it satisfies the

three equivalent conditions

(i) Any chain of ideals a1 ⊂ a2 ⊂ · · · ⊂ an ⊂ an+1 ⊂ · · · where an is

properly contained in an+1, necessarily contains only a finite number

of ideals.

(ii) In any set of ideals in s there is a maximal ideal; that is, an ideal which

is not contained in any other ideal of the set.

(iii) Every ideal a in s has a finite basis a1, · · · , ah of elements in s; that is,

if a is in a we can always write a in the form a = r1a1 + · · · + rhah

where ri is in s (i = 1, · · · , h). We denote this by a = (a1, · · · , ah).

If the elements of an ideal a all belong to some other ideal b we say that

b divides a or is a factor or divisor of a and that a is a multiple of b. This

relationship between a and b can be written in the equivalent forms

a ⊆ b

b ⊇ a

†See [17] vol. II chap. 12



a ≡ 0 (b)

The “H.C.F.”, (a, b) of a and b is the smallest ideal containing a and b.

If a = (a1, · · · , ah) and b = (b1, · · · , bk) then (a, b) = (a1, · · · ah, b1, · · · bk).

The “L.C.M.”, [a, b] = a ∩ b, of a and b is the set of elements common to a

and b and is itself an ideal. The product ab (or a · b) is the ideal with basis

(· · · , aibj , · · ·) and the ideal quotient a : b is an ideal which consists of the

set of elements γ in s such that γb is in a for all b in b.

An ideal m is said to be reducible if we can write m = a∩ b where a and

b are proper divisors of m: that is m ≡ 0 (a), m ≡ 0 (b) but a 6= m and

b 6= m. Otherwise m is irreducible.

I should like to sketch the method used by van der Waerden to obtain

the normal representation of an ideal in a Noetherian ring.

Using an induction proof he shows that every ideal m can be written in

the form

m = [i1, i2, · · · , is] = i1 ∩ i2 ∩ · · · ∩ is (1)

where i1, · · · , is are irreducible ideals.

An ideal q is called primary if ab ≡ 0 (q) and a 6≡ 0 (q) implies

bp ≡ 0 (q) for some positive integer p. The set of primary ideals includes

the prime ideals. These are ideals p such that ab ≡ 0 (p) and a 6≡ 0 (p)

implies b ≡ 0 (p). Now every irredicible ideal can be shown to be primary

and so we obtain a representation of m as

m = [q1, · · · , qs] (2)

where qi are primary and in which we shall omit any component qi which

divides any other qj (i 6= j).

With every primary ideal q is associated a prime ideal p where p is the

set of elements p such that pρ ≡ 0 (q) for some positive integer ρ. There



exists a smallest integer κ for which pκ ≡ 0 (q) and κ is called the exponent

of q. It can be shown that the intersection of primary ideals having the same

associated prime ideal p is a primary ideal which also has p as its associated

prime. On account of this fact we may assume that in the representation

(2), the prime ideals p1, · · · , ps associated with q1, · · · , qs are all distinct. We

call (2) a normal representation of the ideal m.

There are two uniqueness properties of normal representations. If m =

[q1, · · · , qs] and m = [q′1, · · · , q′s′ ] are two normal representations of the same

ideal m then s = s′ and the prime ideals associated with q1, · · · , qs are the

same as the prime ideals associated with q′1, · · · , q′s. In the representation

(2) if pi is the prime associated with qi (i = 1, · · · , s) we shall call pi an

isolated prime if it does not divide any other pj (i 6= j).

Example:

If s = K[x, y], the ring of polynomials in two indeterminates with ground

field K, and if m = (xy, x2), then m = [q1, q2] = [q1, q3] where q1 = (x),

q2 = (x2, xy, y2) and q3 = (x2, y) are two normal representations of m. In

this case p1 = (x), p2 = p3 = (x.y) and p1 is an isolated prime.

§2.2 Geometrical interpretation of the normal representation of an ideal.

I should like to explain the geometrical significance of this normal repre-

sentation in the case when s = K[x1, · · · , xn] and x1, · · · , xn are independent

indeterminates over K. s is a Noetherian rring and any ideal in s therefore

has a normal representation.

We may think of (x1, · · · , xn) as non-homogeneous coordinates of a point

in afficne space An. With any ideal a in s we can then associate a variety

V (a) in An which consists of points (α1, · · ·αn) which are zeros of all the



polynomials in a. If

a = (f1(x1, · · · , xn), · · · , fk(x1, · · · , xn))

this simply means that V (a) is the variety defined in An by the equations

fi(x1, · · · , xn) = 0 (i = 1, · · · , k).

Conversely if we consider a variety U in An then the set of all polynomials

vanishing over U is an ideal in s associated with U . We may denote it by

I(U). Here we are thinking of U as a point set with no idea of multiple

component varieties. It is evident that

V (I(U)) = U

but it is not always true that I(V (a)) = a. In fact

I(V (a)) = rad(a)

where the ideal on the right hand side, called the radical of a, is the set of

all elements a in s such that ap belongs to a for some positive integer p. In

particular the radical of a primary ideal q is the associated prime ideal p.

If U is an irreducible variety in An then I(U) is a prime ideal p in a.

V (a) is an irreducible variety in An if and only if a is a primary ideal, or,

in particular, a prime ideal. Suppose that the variety U is made up of

irreducible components U1, U2, · · · , Us so that

U = U1+̇U2+̇ · · · +̇Us.

then

I(U) = I(U1) ∩ I(U2) ∩ · · · ∩ I(Us)

= p1 ∩ p2 ∩ · · · ∩ ps



where

pi = I(Ui) (i = 1, · · · , s).

On the other hand suppose that

a = [q1, q2, · · · , qs] = q1 ∩ q2 ∩ · · · ∩ qs

is a normal representation of an ideal a in s and that pi is the prime associ-

ated with qi (i = 1, · · · , s). Then

V (a) = V (q1)+̇V (q2)+̇ · · · +̇V (qs)

= U1+̇U2+̇ · · · +̇Us.

Ui is an irreducible variety and

I(Ui) = pi (i = 1, · · · , s).

It is easily seen that I(V (a)) = a if and only if a is the intersection of a

finite number of prime ideals, a = [p1.p2, · · · , ps].

In the general case

I(V (a)) = rad(a)

where if

a = [q1, q2, · · · , qs]

then

rad(a) = [p1, p2, · · · , ps]

pi being the prime ideal corresponding to the primary ideal qi (i = 1, · · · , s).

Since

V (rad(a, b)) = V (a, b)

we find

V (a, b) = V (a) ∩ V (b).



When varieties in the projective space Sn are considered it is necessary to in-

troduce the idea of homogeneous ideals, orH-ideals. Suppose (x0, x1, · · · , xn)

are the homogeneous coordinates of a point in Sn. The points which do not

lie in the prime x0 = 0 have coordinates which can be written in the nor-

malised form (1, x1, · · · , xn). These points form an affine space An in which

x1, · · · , xn can be regarded as non-homogeneous coordinates.

Suppose that a is an ideal in K[x1, · · · , xn]. To an element f(x1, · · · , xn)

of a there corresponds a form f∗(x0, x1, · · · , xn) which is obtained from

f(x1, · · · , xn) by writing x0 instead of 1 in order to make f homogeneous.

These forms f∗(x0, x1, · · · , xn) form an H-ideal a∗ in K[x0, x1, · · ·xn], a∗ be-

ing the smallest ideal in K[x0, · · · , xn] which contains all these forms. a∗ has

a basis consisting of forms. This is the characteristic property of an H-ideal.

If f∗(x0, x1, · · · , xn) is a form in K[x0, x1, · · · , xn] then f∗(ξ0, ξ1, · · · ξn) = 0

implies that f∗(λξ0, λξ1, · · · , λξn) = 0. It follows that the homogeneous ideal

a∗ in K[x0, x1, · · · , xn] determines an algebraic variety V ∗ = V (a∗) in Sn. If

V = V (a) is the variety determined by a in An, then V ∗ is the smallest vari-

ety in Sn which contains V . An H-ideal in K[x0, x1, · · · , xn] always defines

a variety in Sn.

§2.3 Contraction and extension of ideals.

Important geometrical operations on varieties correspond to the alge-

braic processes of contraction and extension of ideals. Suppose σ is a sub-

ring of the ring σ′. For simplicity we shall assume that σ and σ′ have a

unit element and are Noetherian, which conditions will be satisfied in any

rings we shall consider from the point of view of application of this theory to

geometry. Let a be an ideal in σ. The smallest ideal a′ in σ′ which contains

all the elements of a is called the extension of a in σ′ and we write a′ = σ′a.

If a = (a1, · · · , an) then a′ has the same basis a1, · · · , an in σ′.



Now suppose that b′ is an ideal in a′. Then b = σ ∩ b′, the set of

elements of b′ which belong also to σ, is an ideal in σ which is known as

the contraction of b′ in σ. The following stated results show the relations

existing between ideals a, b in σ and their extensions in σ′, and between

ideals a′, b′ in σ′ and their contractions in σ.

(i) If a ⊆ b then σ′a ⊆ σ′b

(ii) σ′(a, b) = (σ′a, σ′b)

(iii) σ′(a · b) = (σ′a) · (σ′b)

(iv) σ′(a ∩ b) = σ′a ∩ σ′b

(i)’ If a′ ⊆ b′ then σ ∩ a′ ⊆ σ ∩ b′

(ii)’ σ ∩ (a′, b′) ⊇ (σ ∩ a′, σ ∩ b′)

(iii)’ σ ∩ (a′ · b′) ⊇ (σ ∩ a′) · (σ ∩ b′)

(iv)’ σ ∩ (a′ ∩ b′) = (σ ∩ a′) ∩ (σ ∩ b′)

Two other important results relating to the extension of ideals are as

follows.

(v)’ The contraction of a prime ideal in σ′ is a prime ideal in s.

(vi)’ The contraction of a primary ideal q′ in σ′ with associated prime p′ is a

primary ideal q in σ with associated prime p, where p is the contraction

of p′ in σ.

If σ′ = K[x1, · · · , xn] and σ = K[x1, · · · , xn−1] then the contraction of

an ideal corresponds to the idea of orthogonal projection of a variety in



An where (x1, · · · , xn) are non-homogeneous coordinates. For suppose a′

in s′ defines a variety V ′ in An. f is in a, the contraction of a′ in s, if f

belongs to a′ and also to σ. Therefore f is a polynomial in x1, · · · , xn−1

and f = f(x1, · · · , xn−1) = 0 is the equation of a primal in An which is a

cylinder with generators parallel to the xn-axis and this cylinder contains

V ′. f(x1, · · · , xn−1) = 0 represents in An−1, the prime of An with equation

xn = 0, a primal through the orthogonal projection V of V ′ onto xn = 0.

Moreover if g(x1, · · ·xn−1) = 0 represents any primal in An−1 through V ,

then g(x1, · · · , xn−1) belongs to a′ and therefore to a = σ ∩ a′. The result

(v)’ tells us that the orthogonal projection of an irredicible variety is itself

irreducible.

If σ′ = K[x0, x1 · · · , xn] and σ = K[x0, x1, · · · , xn−1] and if (x0, x1, · · ·xn)

are regarded as homogeneous coordinates in Sn, then the contraction of an

H-ideal a′ in σ is an H-ideal a which determines a variety V in the Sn−1

given by the equation xn = 0. If V ′ is the variety determined by a′ in Sn,

then V is the projection of V ′ from the point (0, · · · , 0, 1) onto the opposite

face of the simplex of reference.

Another case important from the geometrical point of view arises when

σ = K[x1, · · · , xn] and σ′ = K{x1, · · · , xn}, the ring of convergent power se-

ries in x1, · · · , xn. The ring K{x1, · · · , xn} is Noetherian ([20], p.47) and has

to be considered when local properties of the variety are to be investigated.

The theory of ideals in this ring is developed in a paper by Rückert [11].

Suppose we wish to investigate the local properties of an irreducible

variety V in Sn at a generic point P with non-homogeneous coordinates

(a0, a1, · · · , an). If a0 6= 0, P is at a finite distance with respect to non-

homogeneous coordinates x′i = xi/x0 (i = 1, · · · , n). A non-singular trans-

formation will produce a coordinate system with P at the origin. We may



assume that (x1, · · · , xn) are non-homogeneous coordinates referred to P as

origin. V determines a prime ideal pin K[x1, · · · , xn]. Form the extended

idealK{x1, · · · , xn}·p. This need no longer be a prime ideal inK{x1, · · · , xn}

and will have a normal representation as an intersection of primary ideals

qi (i = 1, · · · s) in K{x1, · · · , xn}. Each of these primary ideals defines an

irreducible analytic branch of V through P . In fact Zariski has shown that

K{x1, · · ·xn} · p is an intersection of prime ideals implying that an irre-

ducible algebraic variety V can have only simple analytic branches in the

neighbourhood of a point P [29].

Another application of ideal theory to geometry arises when we con-

sider ideals in the integral domain of a given irreducible variety V in Sn.

Let (1, ξ1, · · · ξn) be a normalised generic point of V and consider the ring

σ = K[ξ1, · · · ξn]. This ring is isomorphic with the ring K[x1, · · ·xn]/p of

residue classes of K[x1, · · · , xn] modulo p where p = I(V ) is a prime ideal

in K[x1, · · · , xn]. Since p is prime σ is an integral domain and its quotient

field Σ = K(ξ1, · · · , ξn) is of degree of transcendency r over K where r is the

dimension of V . Also σ is Noetherian ([17] vol II p. 21). Any ideal a 6= (0)

in σ defines a subvariety on V of dimension less than r which is at a finite

distance with respect to the chosen coordinate system.

§2.4 Integral dependence and integral closure

A very important idea which features in modern algebra and which

Zariski has used with considerable success in algebraic geometry, is that

of integral dependence and of the integral closure of a commutative ring

R in some larger commutative ring R′ containing R. For simplicity I shall

assume that R has a unit element.

An element ξ of R′ is said to be integrally dependent on R if all positive

powers of ξ belong to a finite R-module (a1, · · · ah) in R′, that is, if there



exist elements a1, · · · , ah in R′ so that, for any positive integer p, ξp can be

written in the form

ξp = r1a1 + · · ·+ rhah, (ri belongs to R, i = 1, · · ·h). (1)

Suppose now that R is Noetherian. Van der Waerden has shown that for

any finite R-module m in R there is a chain condition for the submodules

of m. That is, if mi are submodules of m then a chain m1 ⊂ m2 ⊂ · · · is

necessarily finite, where mi ⊂ mi+1 means that mi is strictly contained in

mi+1. As in the case of the ideals in a Noetherian ring R, this is equivalent

to the condition that every submodule of m has a finite basis ([17] vol II p.

77). Consider the chain of modules

(1) ⊂ (1, ξ) ⊂ (1, ξ, ξ2) ⊂ (1, ξ, ξ2, ξ3) ⊂ · · ·

This chain is necessarily finite, and therefore, for some integer m,

(1, ξ, ξ2, · · · , ξm−1) = (1, ξ, ξ2, · · · , ξm−1, ξm).

This implies that

ξm = α1ξ
m−1+α2ξ

m−2+ · · ·+αm−1ξ+αm (αi is in R, i = 1, · · · ,m). (2)

Conversely suppose that ξ is an element of R′ satisfying an equation of the

form (2). On account of this relation every power of ξ can be written in the

form

β1ξ
m−1 + β2ξ

m−2 + · · ·+ βm−1ξ + βm (β is in R, i = 1, · · · ,m) (3)

so that any power of ξ is in the finite R-module (1, ξ, ξ2, · · · , ξm−1). Conse-

quently ξ is integral over R according to the original definition. This means

that we may give an alternative definition of integral dependence and define



ξ, belonging to R′, to be integral over R if it satisfies an equation of the

form (2), or, as this equation is more usually written,

ξm + α1ξ
m−1 + · · ·+ αm1ξ + αm = 0 (αi is in R, i = 1, · · ·m). (4)

The set of elements of R′ which are integral over R form a ring R∗ which is

called the integral closure of R in R′. For suppose that all positive powers

of ξ belong to the R-module (a1, · · · , ah) and that all positive powers of η

belong to the R-module (b1, · · · , bk). Evidently all powers of ξ ± η or ξη

belong to the R-module

(a1, · · · , ah, b1, · · · , bk, a1b1, · · · a1bk, a2b1, · · · ahbk).

It follows that R∗ is a ring. Obviously R ⊆ R∗ ⊆ R′. If R coincides with R∗

we say that R is integrally closed in R′. In tbis case a relation of the form

(4) where ξ is in R′ implies that ξ is in R.

If R is a subring of a larger ring R1 and if every element of R1 is integral

over R, we say that the ring R1 is itself integral over R. An important

property of this relation of integral dependence is its transitivity. Given

three rings R ⊂ R1 ⊂ R2, such that R1 is integral over R and R2 is integral

over R1, then R2 is integral over R.

§2.5 Various results concerning elements integral over a given ring

From the geometrical point of view the most important case arises when

R is an integral domain and R′ is its quotient field. I should like, therefore,

to give three results concerning the integral closure of an integral domain in

its function field.

Theorem 1 If K is a field and x an indeterminate over K, then K[x] is

integrally closed in K(x), its quotient field.



For if ξ =
a

b
, where a and b belong to K[x], and if ξ is integrally depen-

dent on K[x], we have a relation

ξm + α1ξ
m−1 + · · ·+ αm−1ξ + αm = 0 (α is in K[x], i = 1, · · · ,m).

This implies

am + α1a
m−1b+ · · ·+ αm−1ab

m−1 + αmb
m = 0.

This means that b is a factor of am and since in the original representation

of ξ as the quotient of a by b we may assume a and b to be free of common

factors, this implies that b is in K, and hence that ξ is in K[x].

An exactly similar proof will suffice to show that any integral domain

which is a unique factorisation domain is integrally closed in its quotient field

([17] vol II p. 78). The property of being a unique factorisation domain is

however not a necessary condition for an integral domain to be integrally

closed in its quotient field.

Let us suppose that R is an integral domain which is integrally closed in

its quotient field K and consider an extension of the integral domain R in

R∗ = K[ζ] where ζ is a root of the irreducible equation:

f(z) = zm +A1z
m−1 + · · ·+Am−1z +Am = 0, (Ai is in R, i = 1, · · · .m).

Van der Waerden considers the elements of the quotient field K∗ of R∗ which

are integrally dependent on R∗, and he shows that such an element, η, can

be written in the form

η =

∑m−1
j=0 rjζ

j

D
, (rj is in R, j = 0, 1, . . . ,m− 1) (5)

where D is the z-discriminant of f(z) and is in R ([17] vol II p.80).

I shall use the main ideas of the proof of this result later on. I should

like here to show how to derive an alternative form for η.



Theorem 2 If R is an integral domain which is integrally closed in its

quotient field K, and if R∗ is the integral domain K[ζ], where ζ is a root of

the irreducible equation:

f(z) = zm+A1z
m−1+· · ·+Am−1z+Am = 0, (Ai is in R, i = 1, · · · .m) (6)

then any element, η, of the quotient field K∗ of R∗, which is integrally

dependent on R∗, can be written in the form:

η =

∑m−1
j=0 rjζ

j

df
dζ

, (rj is in R, j = 0, 1, · · ·m− 1) (7)

where
df

dζ
=

(
df

dz

)
z=ζ

.

K∗ is a simple algebraic extension of K by the equation (6). Any element

η of K∗ is of the form

η =

m−1∑
j=0

ρjζ
j , (ρj is in K, j = 0, 1, · · ·m− 1) ([8] p.100). (8)

Consider the conjugate quantities ζ = ζ1, ζ2, · · · , ζm which are the roots of

f(z) = 0, and define

ηi =
m−1∑
j=0

ρjζ
j
i (i = 1, 2, · · · ,m) (9)

Now if we set

f(z)

z − ζ1
= B1z

m−1 +B1z
m−2 + · · ·+Bm−1 (10)

we find, equating the coefficients of powers if z in the identity

f(z) = (B0z
m−1 +B1z

m−2 + · · ·+Bm−1)(z − ζ1) (11)



that the following relations hold.

1 = B + 0

A1 = −ζ1B0 +B1

A2 = −ζ1B1 +B2

.

.

Am−1 = −ζ1Bm−2 +Bm−1

Am = −ζ1Bm−1

(12)

Therefore

B0 = 1

B1 = ζ1 +A1

B2 = ζ21 +A1ζ1 +A2

.

.

Bm−1 = ζm−11 +A1ζ
m−2
1 + · · ·+Am−1

(13)

so that Bk is in R[ζ1] (k = 0, 1, · · ·m− 1).

We know that
f(z)

z − ζ1
vanishes when z = ζ2, · · · ζm and has the value(

df

dz

)
z=ζ1

= fz(ζ1)

when z = ζ1. Therefore

B0ζ
m−1
i +B1ζ

m−2
i + · · ·+Bm−1 = fz(ζ1)δi1 (i = 1, 2 · · ·m). (14)

Let

η =

m−1∑
j=0

ρjζ
j = ϕ(ζ)

and consider

Pk = ζk1ϕ(ζ1) + · · ·+ ζkmϕ(ζm) (k = 0, 1, · · ·m− 1) (15)



= ζk1 η1 + ζk2 η2 + · · ·+ ζkmηm (k = 0, 1, · · ·m− 1). (16)

Pk is symmetric in the conjugates ζ1, · · · , ζm and η1, · · · , ηm over K, and

therefore Pk is in K. Also since

Pk = ζk1 η1 + ζk2 η2 + · · ·+ ζkmηm,

Pk is integral over R and therefore Pk is in R since R is integrally closed in

K.

We therefore have relations

ϕ(ζ1) + ϕ(ζ2) + · · ·+ ϕ(ζm) = P0

ζ1ϕ(ζ1) + ζ2ϕ(ζ2) + · · ·+ ζmϕ(ζm) + P1

· · ·

ζm−11 ϕ(ζ1) + ζm−12 ϕ(ζ2) + · · ·+ ζm−1m ϕ(ζm) = Pm−1

(17)

where P0, P1, · · · , Pm−1 are all in the ring R.

Multiply these equations by Bm−1, Bm−2, · · · , B0 respectively and add

them together. Using equation (14) we obtain

fz(ζ1)ϕ(ζ1) = P0Bm−1 + P1Bm−2 + · · ·+ Pm−1B0. (18)

The expression on the right hand side of this equation is a polynomial in

the ring R[ζ1] and consequently can be written in the form

m−1∑
j=0

rjζ
j
1 (rj is in R, j = 0, 1, · · ·m− 1).

Therefore, dropping the suffix j,

η = ϕ(ζ) =

∑m−1
j=0 rjζ

j

fz(ζ)
(rj is in R, j = 0, 1, · · · ,m− 1). (19)

Van der Waerden’s form for η follows as a corollary from this result. The

z-discriminant of f(z) is the z-resultant of f(z) and
df

dz
. It is known that



if f(z) and g(z) are two polynomials in R[z] then their z-resultant, S, is of

the form

S = Af +Bg

where A ad B are polynomials in R[z] ([17] vol I p. 91).

Therefore the z-discriminant of f(z), D, can be written in the form

D = Af +B
df

dz
(20)

where A, B are in K[z]. Substituting z = ζ in this relation we find

D = Bfz(ζ) (21)

Consequently

η =

∑m−1
j=0 rjζ

j

fz(ζ)
(rj is in R, j = 0, 1, · · ·m− 1)

=
B
∑m−1

j=0 rjζ
j

Bfz(ζ)
(rj is in R, j = 0, 1, · · ·m− 1)

=

∑m−1
j=0 sjζ

j

D
(rj is in R, j = 0, 1, · · ·m− 1).

(22)

Two common ways of extending an integral domain R involve respec-

tively the addition of an indeterminate or a quantity algebraic over K, the

quotient field of R. We have just investigated the elements of K(ζ) integrally

dependent on K[ζ] where ζ is algebraic over K. I should like now to consider

the integral closure of the ring R[x] in K(x) where x is an indeterminate

over K.

When R is a unique factorisation domain R[x] is also a unique factori-

sation domain ([1], p. 36) and is, in consequence, integrally closed in K(x).

One of the most common types of integral domain occurring in algebraic



geometry is the ring R = K0[ζ] where ζ is a quantity algebraic over the field

K0. R is in this case an integral domain but is not, in general, a unique

factorisation domain. We can prove in general the following result.

Theorem 3 If K0(ζ) is a simple algebraic extension of the ground field

K0, and if x is an indeterminate over K0, and therefore also over K0(ζ),

then, denoting by (K0[ζ])∗ and (K0[ζ, x])∗ the integral closures of K0[ζ] and

K0[ζ, x] in their respective quotient fields,

(K)[ζ])∗[x] = (K0[ζ, x])∗.

Suppose that u is an element of (K0[ζ, x])∗. u satisfies an equation of integral

dependence

um+α1u
m−1 + · · ·+αm−1u+αm = 0 (αi is in K0[ζ, x], i = 1, · · · ,m). (23)

In this relation the coefficients αi (i = 1, · · · ,m) belong a fortiori to the

ring K ′[x] = K0(ζ)[x] where K ′ = K0(ζ) is a field. K ′[x] is a unique

factorisation domain and is therefore integrally closed in the quotient field

K ′(x) = K0(ζ, x). Since u belongs to (K ′[x])∗ we deduce that u is inK0(ζ)[x]

and consequently can be written in the form

u = a0x
mn+a1x

n−1+· · ·+an−1x+an (ai is in K0(ζ) i = 0, 1, · · · , n). (24)

In this relation we substitute the values 1, 2, · · · (n + 1) for x in turn. We

obtain a set of n+ 1 quantities p1, p2, · · · , pn+1 given by

pk = a0k
n + a1k

n−1 + · · ·+ an−1k + an (k = 1, 2, · · · , (n+ 1)). (25)

and, substituting these same values for x in the equation (23) we find that

pk (k = 1, 2, · · · , (n+ 1)) are elements of the ring (K0[ζ])∗.



If we solve the equations (25) for ai (i = 0, 1, · · · , n) we see that the

quantities (n+1)!ai (i = 0, 1, · · · , n) are linear combinations of the quantities

pk with coefficients in K0. Therefore (n+1)!ai is in (K0[ζ])∗ (i = 0, 1, · · · , n).

It follows that ai is in (K0[ζ])∗ since it is assumed that K0 is of characteristic

zero and therefore must contain the field of rational numbers as a subfield.

Therefore

(K0[ζ, x])∗ ⊆ (K0[ζ])∗[x] (26)

Now suppose that u is in (K0[ζ])∗[x]. Then

u = b0x
p + b1x

p−1 + · · ·+ bp−1x+ bp (27)

where bi is in K0(ζ) (i = 0, 1, · · · , p) and satisfies an equation of integral

dependence over K0[ζ]:

bsi + β1,ib
s−1
i + · · ·+ βs−1,ibi + βs,i = 0 (i = 0, 1, · · · p) (28)

where the β’s are in K0[ζ]. This relation can be multiplied by x(p−i)s for

each value of i = 0, 1 · · · p to give

(bix
p−i)s+β1,ix

p−i(bix
p−i)s−1+· · ·+βs−1,ix(s−1)(p−i)(bixp−i)+βs,ixs(p−i) = 0.

(29)

Therefore bix
p−i satisfies an equation of integral dependence on K0[ζ, x] and

so u belongs to (K0[ζ, x])∗. This implies that

(K0[ζ])∗[x] ⊆ (K0[ζ, x])∗. (30)

The relations (26) and (30) give the result

(K0[ζ])∗[x] = (K0[ζ, x])∗ (31)

Corollary If K0[ζ] is integrally closed then so also is K0[ζ, x]



For then

(K0[ζ, x])∗ = (K0[ζ])∗[x]

= K0[ζ][x]

= K0[ζ, x].

§2.6 Quasi-equal ideals

One of the reasons for the importance of the notion of integral closure

arises from a consideration of the ideal theory in an integrally closed integral

domain s, that is, an integral domain which is integrally closed in its quotient

field.

The classical ideal theory seeks to express every ideal a in a ring σ

uniquely as a product of prime ideals in the form

a = pp11 pp22 · · · p
pr
r

Necessary and sufficient conditions on σ for this to be possible are:

(i) σ is an integral domain which is Noetherian.

(ii) Every non-null prime ideal p is divisorless, that is σ is the only proper

divisor of p.

(iii) σ is integrally closed in its quotient field.

The second condition is very restrictive and in algebraic geometry the inte-

gral domains which have to be studied rarely satisfy it. One of the simplest

examples of an integral domain satisfying all three conditions is given by

σ = K[x]. The integral domain of any irreducible algebraic curve which is

normal in the affine sense as defined later on provides a second example.

To overcome the restriction on σ and yet to obtain a representation

of every ideal as a product of prime ideals, the concept of quasi-equality,



or Artin-equality, is introduced to replace strict equality. Artin’s form of

the definition for quasi-equality ([17] vol. II p. 93) does not immediately

display the geometrical significance that appears with Van der Waerden’s

later definition [15] which is an exactly equivalent definition.

Van der Waerden considers the theory of ideals in an integral domain σ

satisfying the conditions (i) and (iii) above. He divides the ideals in σ into

two classes of higher and lower ideals by the definition:

a) A higher prime ideal has no prime multiples other than (0).

b) A higher ideal is divisible by at least one higher prime ideal.

c) All other ideals, and in particular s, are lower ideals.

Various criteria are available for deciding to which class a given ideal

belongs. Given an ideal a with normal representation a = [q1, · · · , qr], where

pi is the prime associated with qi (i = 1, · · · , r), then a is a higher ideal if

at least one of the pi is a higher ideal and a is a lower ideal if all the pi are

lower ideals. A product of lower ideals is a lower ideal, and a product with

at least one higher ideal as a factor is a higher ideal.

Van der Waerden then defines quasi-equality. Two ideals a and b are

quasi-equal if there exist lower ideals c1 and c2 such that

c1a ≡ 0(b)

c2b ≡ 0(a).

We write a ∼ b and it is easy to see that this is an equivalence relation.

Among the set of ideals quasi-equal to a is a maximal ideal a∗ which is

unique and contains every ideal quasi-equal to a. Suppose in the normal



representation a = [q1, · · · , qs] of a higher ideal a, that qr+1, · · · , qs are lower

ideals and q1, · · · , qr are higher ideals. Then

a ∼ [q1, · · · , qr] = a∗ (1)

In this representation (1) each qi is such that the H.C.F. of qi and the

intersection of the remaining qj (i 6= j) is a lower ideal. Now in the case of

two ideals a and b whose H.C.F. is a lower ideal,

[a, b] ∼ ab,

and therefore it follows

a ∼ [q1, · · · , qr] ∼ q1 · · · qr. (2)

The representation of any ideal in σ as a product of primary ideals depends

only on the fact that σ satisfies condition (1) above. At this point Van der

Waerden introduces the fractional ideals of σ. These are finite σ-modules

whose base belongs to Σ, the quotient field of σ. He extends his definition

of quasi-equality to cover the case of these fractional ideals.

If p is a higher prime ideal then the module quotient p−1 = σ : p (that

is, the set of elements γ belonging to Σ such that γp is in σ for all p in p) is

a fractional ideal. Obviously p−1 ⊇ σ and it can be shown that p−1 contains

elements of Σ which do not belong to σ. Using the property of the integral

closure of σ in Σ, Van der Waerden shows

pp−1 ∼ σ.

Finally he shows that every higher primary ideal of q is quasi-equal to a

power of p, its associated prime ideal and hence obtains a unique represen-

tation

a ∼ pp11 pp22 · · · p
pr
r . (3)



Van der Waerden gives the following example to show that ordinary equality

cannot, in general, replace quasi-equality. Suppose ζ is an algebraic function

of the indeterminate x and uy given by x2−y2+ζ2 = 0. Let σ be the integral

domain K[x, y, ζ], where K is the field of complex numbers. σ satisfies the

conditions (i) and (iii) above. The ideal (x) in σ has no prime multipliers

and is the L.C.H. of the prime ideals p1 = (x, y − ζ) and p2 = (x, y + ζ).

p1p2 = (x2, xy, xζ)

= (x) · (x, y, ζ)

and since (x, y, ζ) is a lower ideal it follows that

p1p2 ∼ (x).

On the other hand p1p2 6= (x).

We may interpret this example geometrically. The equation x2 − y2 +

z2 = 0 represents a cone in the affine three-dimensional space in which

x, y, z are non-homogeneous coordinates. This cone has its vertex at the

origin of coordinates. Non-homogeneous coordinates of a generic point of

the locus are (x, y, ζ) where ζ is the algebraic function of x and y previously

defined. As will be clear later on the cone is normal in the affine sense

which means that K[x, y, ζ] is integrally closed in K(x, y, ζ). The ideals in

σ define subvarieties on this cone. The subvariety defined by (x) consists of

two generators lying in the plane x = 0. p1 defines one of these generators

and p2 defines the other. The lower ideal (x, y, ζ) defines the vertex of the

cone which is the point of intersection of these two generators.

In general suppose that V is an irreducible r-dimensional variety with

a generic point having non-homogeneous coordinates (ξ1, · · · , ξn) which is

such that its integral domain K[ξ1, · · · , ξn] is integrally closed in the field



K(ξ1, · · · , ξn). Any ideal a in σ defines a subvariety W of V and if a is a

higher ideal this subvariety is of dimension r − 1. In σ, a is quasi-equal to

a product of higher prime ideals

a ∼ pp11 · · · p
ps
s (pi is a higher prime ideal, i− 1, · · · , s).

These higher prime ideals p1, · · · , ps define on V the (r − 1)-dimensional

irreducible components of W .

The theory is simplified in the case when σ = K[x1, · · · , xn] where the

xi (i = 1, · · · , n) are all indeterminates - so that (x1, · · · , xn) is a nonhomo-

geneous generic point of An. Every higher prime ideal of σ is a principal

ideal, (p(x1, · · · , xn)), where p(x1, · · · , xn) is an irreducible polynomial, and

therefore defines an irreducible primal in An. Any higher ideal a is con-

tained in some higher prime ideal (p(x1, · · · , xn)) and therefore a basis of a

is contained in (p(x1, · · · , xn)). Consequently, writing p(x) for p(x1, · · · , xn)

etc. for brevity,

a = (p(x)ϕ1(x), p(x)ϕ2(x), · · · , p(x)ϕs(x))

and a represents a variety having the primal given by p(x) = 0 as an irre-

ducible component. Also any higher prime ideal p′ = (p′(x)) which divides

a is such that the basis of a is divisible by p′(x). Suppose

a = (f(x)ψ1(x), f(x)ψ2(x), · · · , f(x)ψs(x))

where the H.C.F. of the polynomials ψi(x) (i = 1, · · · s) is 1. Then

a ∼ (f(x)) = a∗

and a∗ defines a bunch of primals in An.



§2.7 Birational correspondence

Let us consider a correspondence between points (x0, x1, · · · , xn) in Sn

and points (y0, y1, · · · , ym) in S′m which is such that, given a point P in Sn,

the corresponding point P ′ in S′m is defined by the equations

ρyi = ϕi(x0, x1, · · · , xn) (i = 0, 1, · · · ,m) (4)

where the ϕi’s are forms of the same degree in x0, x1, · · · , xn and ρ is a factor

of proportionality. If P describes an algebraic locus, say V a variety of r

dimensions, then P ′ also traces out a locus V ′ in S′m. It may happen that

a general point P ′ on V ′ arises from only one point P on V . In this case

there is a one-one algebraic relationship between P and P ′ and another set

of equations exists giving the conditions of P in terms of those of P ′,

τxj = ψj(y0, y1, · · · , ym) (j = 0, 1, · · · , n) (5)

where the ψj ’s are forms of the same degree in y0, y1, · · · ym and τ is a factor

of proportionality. The varieties V and V ′ are in birational correspondence

and are both of the same dimension. Although the correspondence between

general points of V and V ′ is one-one, there may well be special points at

which the correspondence is not one-one.

In general the equations (4) and (5) do not define a correspondence

which is birational in character for the whole of the two spaces Sn and S′m.

If, however, this is the case, n = m and we have a Cremona transformation.

Consider now an irreducible variety Vr in Sn not lying entirely in the

prime x0 = 0. If x0 = 0 is chosen as the prime at infinity and if xi replaces

xi/x0, (x1, · · · , xn) may be taken as the non-homogeneous coordinates of

those points of Sn which do not lie in this prime. Relative to this coor-

dinate system Vr has a generic point with non-homogeneous coordinates



(ξ1, · · · , ξn). Similarly choosing non-homogeneous coordinates (y1, · · · , ym)

in S′m by writing yi for yi/y0 (i = 1, · · · ,m) assuming that V ′, birationally

related to V by equations (4) and (5), does not lie entirely in the prime

y0 = 0, V ′ has a generic point (η1, · · · , ηm). Define η∗i (i = 1, · · · ,m) by the

equations

η∗i =
ϕi(1, ξ1, · · · , ξn)

ϕ0(1, ξ1, · · · , ξn)
(i = 1, · · · ,m). (6)

(η∗1, · · · , η∗m) is a generic point of V ′ and the ξj (j = 1, · · · ,m) can be ex-

pressed in terms of these coordinates by using equations (5)

ξj =
ψj(1, η

∗
1, · · · , η∗m)

ψ0(1, η∗1, · · · , η∗m)
(j = 1, · · · , n). (7)

Obviously the function fields K(ξ1, · · · , ξm) and K(η∗1, · · · , η∗m) coincide and

since K(η∗1, · · · , η∗m) and K(η1, · · · , ηm) are isomorphic we obtain the relation

K(ξ, · · · , ξn) ∼= K(η1, · · · , ηm)

so that the function fields of V and V ′ are isomorphic. This is in fact the

characteristic property of two birationally related varieties defined over the

same ground field.

In the original treatment of a birational correspondence as developed by

the Italian school of geometry, the points on V ′ corresponding to a special

point P on V at which the one-one nature of the correspondence breaks

down, are determined by limiting processes involving intuitive ideas of con-

tinuity. A point P might possibly correspond to a finite set of points as, for

example, the double point P of a rational plane cubic obtained by projecting

a twisted cubic from a general point in space. In other cases P might corre-

spond to an algebraic subvariety of dimension greater than zero. This case

occurs in the stereographic projection of a quadric into a plane when the

centre of projection, P , is transformed into a line p′ in a plane. A birational



correspondence is thought of as a point-point correspondence, and, in this

last example, every point P ′ of p′ corresponds to the same point P of the

quadric.

§2.8 Valuation Theory

One of the aims of modern algebraic geometry is to eliminate processes

which depend ultimately on intuitive reasoning. With this objective in view,

valuation theory has been introduced to define the birational correspondence

for points at which the one-one character breaks down. The correspondence

is given directly between subvarieties of birationally equivalent varieties and

these subvarieties are no longer thought of as being the aggregates of corre-

sponding points.

A valuation of the field Σ is a homomorphic mapping v if the multiplica-

tive group consisting of the non-zero elements of Σ onto an ordered additive

Abelian group Γ such that the following axioms are satisfied.

(i) v(w1w2) = v(w1) + v(w2)

(ii) v(w1 ± w2) ≥ min{v(w1), v(w2)}

Conventionally the third condition is included

(iii) v(0) = +∞

Here v(w) denotes the map of the element w of Σ in Γ. When Σ is a

function field, which is the important case in geometry, a fourth axiom is

added, namely

(iv) v(a) = 0 for all elements a 6= 0 of the ground field K.

Those element w of Σ for which v(w) ≥ 0 form a ring R in Σ called the

valuation ring of v. The elements w such that v(w) > 0 form a prime ideal

p in R. p is called the prime ideal of the valuation v.



Let V be an algebraic variety in Sn with a generic point (ξ∗0 , ξ
∗
1 , · · · , ξ∗m)

and function field Σ. We may multiply these quantities ξ∗i (i = 0, 1, · · · , n)

by any non-zero factor belonging to any extension of Σ and in this way

we can arrange for the ξ∗i to belong to Σ. For a given valuation v of Σ

consider the set of values v(ξ∗i ), (i = 0, 1, · · · , n) and suppose that v(ξ∗0) is

the least, or one of the least. Then we may normalise the generic point

so that its coordinates are (1, ξ1, · · · , ξn) where ξi = ξ∗i /ξ
∗
0 , (i = 1, · · · , n),

and then v(ξi) ≥ 0 for i = 1, · · · , n. This preliminary step ensures that

σ = K[ξ1, · · · , ξn], the integral domain of V , is contained in the valuation

ring of v.

Let p be the prime ideal of the valuation v. Assuming that V does not lie

entirely in the prime xi = const, v(ξi) 6= 0. Those polynomials in ξ1, · · · , ξn

which have strictly positive values for a prime ideal p in σ where p = σ ∩ p

is the contraction of p in σ.

This ideal p in σ defines an irreducible subvariety W of V which is called

the centre of v in V . It is evident that p 6= σ and therefore W has dimension

zero at least.

The birational correspondence between two algebraic varieties V and V ′

with a common function field Σ is then defined as follows.

Two subvarieties W , W ′ of V , V ′ respectively correspond to each other

if there exists a valuation of Σ whose centre on V is W and on V ′ is W ′.

Example.

The most obvious example concerns a valuation of the function field of an

irreducible plane curve given in a plane where (x, y) are non-homogneous co-

ordinates by an equation f(x, y) = 0. Suppose there is a branch of this curve

passing through the origin of coordinates and that in the neighbourhood of

the origin the points of this branch have coordinates given as convergent



power series in some parameter t

x = tσ(a0 + a1t+ · · ·)

y = tρ(b0 + b1t+ · · ·)
where a0 6= 0, b0 6= 0.

If w belongs to the function field of this curve then w is a rational function

R(x, y) of the coordinates x, y and

w = R(x, y) = tτ (c0 + c1t+ · · ·) where c0 6= 0.

If we define v(w) = τ , then we shall find that v is in fact a mapping which

satisfies the valuation axioms stated above. The centre of this valuation

is the origin. In fact every valuation of this function field arises from a

branch of the curve and the corresponding value v(w) is the order of w at

the branch. Γ, the valuation group, in this case is the set of integers.

This definition of a birational correspondence by means of valuation

theory is that on which Zariski builds his theory. “As one advances into the

general theory of algebraic varieties one . . . reaches the conclusion that there

does not exist a general theory of birational correpondences” he writes at the

beginning of one paper [26]. Shortly after this in a paper dealing with the

fundamental theory of birational correspondences he develops his theory for

algebraic varieties defined over arbitrary ground fields [27]. Characteristic

of his work in this connection is his use of the normal varieties and a good

many of his results for birational correspondences hold only for these normal

varieties.

In view of their importance in his connection I shall now discuss the idea

of normal and locally normal varieties.



Chapter 3.

Normal varieties and their application in algebraic geometry



§3.1.Definitions and results relating affine and local normality

Suppose Vr is an irreducible r-dimensional algebraic variety in an affine

space of n dimensions in which x1, · · · , xn are non-homogeneous coordi-

nates. Let (ξ1, · · · , ξn) be non-homogeneous coordinates of a generic point

of Vr. Using a sufficiently general coordinate system we may assume that

the first r of these coordinates ξ1, · · · ξr are algebraically independent and

that ξr+1, · · · , ξn are integrally dependent on the ring K[ξ1, · · · , ξr].

Definition 1 Vr is said to be normal in the affine sense if K[ξ1, · · · ξr] is integrally

closed in K(ξ1, · · · ξr).

Now suppose that Vr is defined in a projective space of n dimensions

and consider an irreducible variety W of V . Choose a non-homogeneous

coordinate system with respect to which W lies at a finite distance and

form the quotient ring, Q(W ), of W on V . This is a ring consisting of the

elements of K(ξ1, · · · , ξn) which can be written in the form α/β where α and

β belong to K[ξ1, · · · , ξn] and β does not vanish over W .

Definition 2 Vr is locally normal at W if the quotient ring Q(W ) is integrally closed

in K(ξ1, · · · , ξn).

Definition 3 Vr is locally normal if it is locally normal at every irreducible subvariety

W .

In regard to the last definition we can actually assert the following result.

Theorem 1 A necessary and sufficient condition for V to be locally normal

is that V is locally normal at every point.



The necessity of this condition is a consequence of the definition. The

sufficiency can be deduced from the following two lemmas. Let the non-

homogeneous coordinates of a generic point of V be (ξ1, · · · , ξn) and consider

the local normality of V at a point P at a finite distance. The integral

domain of V is σ = K[ξ1, · · · ξn] and σ∗ denotes the integral closure of σ in

K(ξ1, · · · , ξn).

Lemma 1 A necessary and sufficient condition for V to be locally normal

at P is that σ∗ ⊆ Q(P ), where Q(P ) is the quotient ring of P on V .

Suppose that V is locally normal at P and let ζ belong to σ∗. ζ satisfies a

relation

ζm + α1ζ
m−1 + · · ·+ αm−1ζ + αm = 0 (αi is is σ, i = 1, · · · ,m). (1)

Since the αi belong also to Q(P ), this equation further asserts that ζ is

integrally dependent on Q(P ), and therefore, by our hypothesis, ζ is in

Q(P ). Hence σ∗ ⊆ Q(P ).

On the other hand suppose σ∗ ⊆ Q(P ) and let ζ be an element of

K(ξ1, · · · , ξn) which is integrally dependent on Q(P ). ζ satisfies a relation

β0ζ
m + β1ζ

m−1 + · · ·+ βm−1ζ + βm = 0
(βi is in σ, i = 0, 1, · · · ,m,

β0 6= 0 at P ).
(2)

This equation may be multiplied by βm−10 and the following relation is then

obtained.

(β0ζ)m + β1(β0ζ)m−1 + · · ·+ βm−1β
m−2
0 (β0ζ) + βmβ

m−1
0 = 0. (3)

(β0ζ) therefore belongs to σ∗ and since by hypothesis σ∗ ⊆ Q(P ), β0ζ is in

Q(P ). Therefore

β0ζ =
a

b
(a and b are in σ, b 6= 0 at P ).



Hence

ζ =
a

β0b
.

β0b is an element of σ and β0b 6= 0 at P since neither β0 nor b vanishes at

P . Consequently ζ is an element of Q(P ) and this implies that V is locally

normal at P .

The second lemma expresses a generalisation of this result and can be

proved in the same way.

Lemma 2 A necessary and sufficient condition for V to be locally normal at

an irreducible subvariety W is that σ∗ ⊆ Q(W ) where Q(W ) is the quotient

ring of W on V .

The sufficiency of the condition in Theorem 1 can now be proved simply.

Consider any irreducible subvarietyW of V and P , a point onW . We assume

that V is locally normal at P and therefore, using Lemma 1, σ∗ ⊆ Q(P ).

Since P is a point on W it follows that Q(P ) ⊆ Q(W ). Consequently

σ∗ ⊆ Q(W ) and the result of Theorem 1 follows on account of Lemma 2.

Two theorems demonstrate the relationship between affine and local nor-

mality.

Theorem 2 If a variety V in An is locally normal at every finite point then

V is affinely normal and conversely ([22] p 294 Theorem 16).

Theorem 3 If a variety V in Sn is locally normal then it is affinely normal

for every choice of the prime at infinity. Conversely, if V is affinely normal

for every choice of the prime at infinity then V is locally normal.

Theorem 3 is obviously a consequence of Theorem 2 and the converse of

Theorem 3 can evidently be modified in the following way. If V is affinely



normal when each of n+1 linearly independent primes is chosen as the prime

at infinity, then V is locally normal.

The converse of Theorem 2 is immediate. Let P be a finite point of V

and assume that V is affinely normal. Continuing with the notation already

used this means σ∗ = σ. Obviously, σ ⊆ Q(P ) and therefore σ∗ ⊆ Q(P ).

On account of Lemma 1 V is locally normal at P .

In order to define those points at which a given variety is not locally

normal, Zariski introduces the idea of the conductor of a ring σ with respect

to a larger ring σ∗ containing σ [22]. This conductor is defined as the

largest ideal in σ which is also an ideal in σ∗ and is denoted by c = c(σ, σ∗).

Obviously c is the set of all elements ζ in σ such that ζσ∗ ⊆ σ. Therefore,

σ∗ ⊆ σ.

When V is affinely normal, σ = σ∗ and c = σ. Otherwise (0) ⊂ c ⊂ σ,

where (0) 6= c 6= σ, and then the ideal c in σ defines a proper algebraic

subvariety C of V . This subvariety consists of just those points at which V

is not locally normal and which are at a finite distance with respect to the

non-homogeneous coordinates chosen.

As an example consider the plane cubic curve with non-homogeneous

generic point (θ2, θ3), where θ is an indeterminate,

σ = K[θ2, θ3], σ∗ = K[θ[] and c(σ, σ∗) = σ · (θ2, θ3) = p0.

c is a zero-dimensional ideal which is a prime ideal p0 in σ defining the cusp

of this cubic curve. Regarded as an ideal in σ∗, c is a primary ideal. We

have in fact

σ∗p0 = σ(θ2) = p∗20

where p∗0 = σ∗(θ) and p∗0 is a prime ideal in σ∗. p∗20 is a primary ideal in σ∗.



Using this idea of the conductor, Theorem 2 can be proved quite simply.

Still using the same notation and assuming that V is locally normal at every

finite point it is required to show that σ = σ∗. Suppose this is not the case

and that σ is properly contained in σ∗. We have

(0) ⊂ c ⊂ σ where (0) 6= c and c 6= σ.

For if σ = c then, since cσ∗ ⊆ σ it would follow that σ∗ ⊆ σ and therefore

σ∗ = σ contrary to our hypothesis. Therefore c defines a proper subvariety

of V at a finite distance and hence there is at least one finite point at which

V is not locally normal in contradiction to the original hypothesis that V is

locally normal at every finite point. It follows that σ = σ∗.

§3.2 Homogeneous generic point and projective normality

Let Vr now be defined in the projective space Sn in which x0, x1, · · ·xn

are homogeneous coordinates. Then we may use the quantities x′i = xi/x0

(i = 1, · · · , n) as the non-homogeneous coordinates of a point in the affine

space An which consists of those points in Sn which do not lie in the prime

x0 = 0. The points of Vr not in this prime form a variety in An which has a

generic point with non-homogeneous coordinates (ξ1, · · · , ξn). Homogeneous

coordinates of this point are (1, ξ1, · · · , ξn) or (λ, λξ1, · · · , λξn) where λ 6= 0.

If λ is an indeterminate over K(ξ1, · · · , ξn) the coordinates (λ, λξ1, · · · , λξn)

are the coordinates of a “homogeneous generic point” of Vr in Sn. Zariski

([22], p284) defines this homogeneous generic point by introducing a cone

Wr+1 of dimension r + 1 where the equations of this cone are the same as

those in homogeneous coordiates for Vr, but interpreted as if (x0, x1, · · · , xn)

are non-homogeneous coordinates in an affine space An+1 of dimension n+1.

This cone is therefore obtained by joining Vr to an external point. Conse-

quently if (η0, η1, · · · , ηn) are the coordinates of a homogeneous generic point



of Vr the same coordinates are non-homogeneous coordinates of a generic

point of Wr+1 in An+1. It follows that (η0, η1, · · · , ηn) are the coordinates of

a homogeneous generic point of a variety Vr in Sn if and only if

(i) (η0, η1, · · · , ηr) lies in Vr

(ii) K(η0, η1, · · · , ηn) is of degree of transcendency r + 1 over K.

We can now define the concept of projective normality. If (η0, η1, · · · ηn)

are coordinates of a homogeneous generic point of Vr, then Vr is defined

to be projectively normal, or, more briefly, normal, if K[η0, η1, · · · , ηn) is

integrally closed in K(η0, η1, · · · , ηn).

The properties of a variety being normal in the affine sense, locally nor-

mal and projectively normal are increasingly more restrictive. A normal

variety is necessarily locally normal and a locally normal variety is neces-

sarily affinely normal for every choice of the prime at infinity. It is to be

noted that a variety is normal if and only if the cone projecting it from

an external point is affinely normal for a coordinate system for which the

vertex of the cone is a finite point. This condition in fact implies that the

cone is locally normal. A locally normal variety V is normal if it can be

shown that the cone projecting the variety from a point 0 external to the

ambient space, is locally normal at its vertex 0. If (η0, η1, · · · , ηn) are coor-

dinates of a homogeneous generic point of V this means, in the terminology

of ideal theory, the variety V is locally normal if the conductor of the ring

σ′ = K[η0, η1, · · · , ηn] with respect to the integral closure of this ring in its

quotient field is an irrelevant ideal, that is, if it is a primary ideal with the

ideal σ′ · (η0, η1, · · · , ηn) as its associated prime ideal.



§3.3 Regular birational correspondence

Consider a birational correspondence between two varieties V in Sn and

V ′ in S′m. Let the homogeneous coordinates in Sn, S′m be (x0, x1, · · · , xn)

and (y0, y1, · · · , ym) respectively. Suppose the equations defining the corre-

spondences are

x0 : x1 : · · · : xn = ϕ0(y0, y1, · · · ym) : ϕ1(y0, y1, · · · , ym) : · · ·ϕn(y0, y1, · · · , ym)

y0 : · · · : ym = ψ0(x0, x1, · · · , xn) : ψ1(x0, x1, · · · , xn) : · · · : ψm(x0, x1, · · · , xm)

where the ϕ’s are forms of the same degree, k, in y0, y1, · · · ym and the ψ’s

are forms of the same degree, `, in x0, x1, · · · , xn.

I want to consider two particular points P of V and P ′ of V ′ such that

the ψ’s do not vanish at P and the ψ’s do not vanish at P ′. In this case it

can be shown that the quotient ring of P on V is the same as the quotient

ring of P ′ on V ′. I shall denote these two quotient rings by QV (P ) and

QV ′(P
′) respectively.

We may assume preliminary non-singular linear transformations in both

spaces so that P is the point with coordinates x0 = 1, x1 = · · · = xn = 0

and P ′ has coordinates y0 = 1, y1 = · · · = ym = 0. It is then per-

missible to choose P as the origin of non-homogeneous coordinates x′1 =

x1/x0, · · · , x′n = xn/x0 on Sn and P ′ as the origin of non-homogeneous

coordinates y′0 = y1/y0, · · · , y′m = ym/y0 in S′m. Then if (ξ1, · · · , ξn) are

non-homogeneous coordinates of a generic point of V , (η1, · · · , ηm) are non-

homogeneous coordinates of a generic point of V ′ where

ξi =
ϕi(1, η1, · · · , ηm)

ϕ0(1, η1, · · · , ηm)
(i = 1, · · · , n)

ηj =
ψj(1, ξ1, · · · , ξm)

ψ0(1, ξ1, · · · , ξm)
(j = 1, · · · ,m).



By hypothesis

ψ0 6= 0 and ψ1 = · · · = ψm = 0 at P,

ϕ0 6= 0 and ϕ1 = · · · = ϕn = 0 at P ′.

Suppose that ω is an element of the common function field, K(ξ1, · · · ξn) =

K(η1, · · · , ηm), of V and V ′ which belongs to QV (P ). Then there is a relation

α0ω + α1 = 0 (4)

where α0, α1 belong to K[ξ1, · · · , ξn] and α0 6= 0 at P . α0 = α0(ξ1, · · · , ξn)

and α1 = α1(ξ1, · · · , ξn) can be written in the following forms

α0(ξ1, · · · , ξn) = α0

(
ϕ1(1, η1, · · · , ηm)

ϕ0(1, η1, · · · , ηm)
, · · · ϕn(1, η1, · · · , ηm)

ϕ0(1, η1, · · · , ηm)

)

=
β0(η1, · · · , ηm)

(ϕ0(1, η1, · · · , ηm))ρ0

(5)

where β0(η1, · · · , ηm), ϕ0(1, η1, · · · , ηm) belong to K[η1, · · · , ηm] and ρ0 is a

positive integer,

α1(ξ1, · · · , ξn) =
β1(η1, · · · , ηm)

(ϕ0(1, η1, · · · , ηm))ρ1
(6)

where β1(η1, · · · , ηm) and ρ1 is a positive integer. Multiplying (4) by (ϕ0(1, η1, · · · , ηm))ρ,

where ρ = max(ρ0, ρ1), we find that ω satisfies an equation

β0(η1, · · · , ηm)(ϕ0(1, η1, · · · , ηm))ρ−ρOω+β1(η1, · · · , ηm)(ϕ0(1, η1, · · · , ηm))ρ−ρ1 = 0

(7)

In this equation the quantities β0ϕ
ρ−ρ0 and β1ϕ

ρ−ρ1 belong to K[η1, · · · , ηm]

and β0ϕ
ρ−ρ0
0 6= 0 at P ′, since ϕ0 6= 0 at P ′ and also β0 6= 0 at P ′. This last

remark follow from the following consideration. When (η1, · · · , ηm) specialise

to the values (0, · · · , 0), the corresponding values of (ξ1, . . . , ξn) specialise to



the values (0, · · · , 0).

(ϕ0(1, η1, · · · , ηm))ρ0α0(ξ1, · · · , ξn) = β0(η1, · · · , ηm)

and therefore

(ϕ0(1, 0, · · · , 0))ρ0α0(0, · · · , 0) = β0(0, · · · , 0).

ϕ0(1, 0, · · · , 0) 6= 0 and therefore β0(0, · · · , 0) = 0 implies α0(0, · · · , 0) = 0

contrary to our assumption that α0 6= 0 at P . Therefore β0 6= 0 at P ′.

Equation (7) then shows that ω belongs to the quotient ring QV ′(P
′). We

deduce that QV (P ) ⊆ QV ′(P
′). Similarly it can be proved that QV ′(P

′) ⊆

QV (P ). From these two relations we deduce that QV (P ) = QV ′(P
′).

Corollary 1 If V is locally normal at P then V ′ is locally normal at P ′ and

conversely.

Corollary 2 If the ψ’s do not vanish simultaneously at any point of V and

the ϕ’s do not vanish siuylataneously at any point of V ′ then if V is locally

normal, V ′ also is locally normal and conversely.

This result follows directly since if V is locally normal it is locally normal

at every point and conversely.

This birational correspondence is an example of a correspondence which

Zariski calls a regular correspondence ([27] p513). It is, namely, a corre-

spondence in which quotient rings are preserved. If W is any irreducible

subvariety on V and W ′ is the corresponding subvariety on V ′, then the

quotient ring of W on V is the same as the quotient ring of W ′ on V ′, that

is, extending the notation already used in an obvious fashion

QV (W ) = QV ′(W
′).



If for two corresponding irreducible subvarieties W , W ′ onV , V ′ respectively

we have

QV (W ) = QV ′(W
′),

Zariski defines the correspondence to be regular at W and W ′.

Zariski has shown that a birational correspondence which is regular in his

sense, is one-one without exception. The converse is not true as is evident

if we consider the the correspondence between the twisted cubic curve γ

defined in S3 by the parametric equations

x0 : x1 : x2 : x3 = 1 : θ2 : θ3 : θ

and its projection γ′ from the point (0, 0, 0, 1)onto the plane x3 = 0 which

has equations

x0 : x1 : x2 = 1 : θ2 : θ3,

x3 = 0.

The point O = (1, 0, 0, 0) on γ corresponds to the point O′ = (1, 0, 0, 0) on

γ′. The element θ in K(θ) is an element of the quotient ring of O on γ but

θ does not belong to the quotient ring of O′ on γ′. Consequently, although

the correspondence between γ and γ′ is one-one without exception, it is not

regular at 0 and therefore is not a regular correspondence.

§3.4 Birational correspondences and derived normal varieties

One of the reasons for the importance of locally normal varieties lies in

the use made of such varieties by Zariski in his work concerning birational

correspondences.

Van der Waerden in his paper, “Algebraische Korrespondenzen und ra-

tionale Abbildungen” [16], proves two theorems about a birational corre-



spondence between a non-singluar r-dimensional algebraic variety V and

another variety V ′. They are as follows.

Theorem 1 If W is an irreducuble s-dimensional variety contained in the

fundamental locus of V , then W corresponds to an algebraic subvariety of

V ′ whose irreducible components are all of dimension greater than s.

Theorem 2 The fundamental locus on V ′ corresponds to a pure (r − 1)-

dimensional subvariety of V ′.

In a paper [26] in which he discusses normal varieties in relation to birational

correspondences, Zariski gives examples showing that both theorems are

untrue if V is allowed to have singular points. He suggests in this paper

that for a general theory of birational correspondence we should consider

only varieties which are locally irreducible. In fact he finds that the varieties

to which he wishes to confine his attention are those satisfying the more

restrictive condition

• If a point P on V corresponds to a unique point P ′ on V ′, then the

birational correspondence, regarded as an analytical transformation,

is regular at P .

This restricted class of varieties is the class of locally normal varieties. The

first theorem stated above is true for locally normal varieties but the second

holds only when V is non-singular.

In a later paper Zariski examines the properties of a birational corre-

spondence between two locally normal varieties [27]. In the same paper he

lays the foundations for a general theory of birational correspondence de-

fined in terms of valuation theory. In an earlier paper Zariski establishes the

existence of locally normal varieties birationally equivalent to any variety V



([22] §20 p 290). These he calls derived normal varieties of V . They are ob-

tained by using the algebraic operation of integral closure. A derived normal

variety of a given variety V is defined uniquely to within regular birational

transformations. Consequently when the properties of a birational corre-

spondence between a variety V and one of its dervied normal varieties are

known, the properties of a general birational correspondence between any

two varieties V and V ′ can be examined by splitting up the correspondence

into three stages: the correspondence between V and a derived normal vari-

ety V ∗, that between V ∗ and V ′∗, a derived normal variety of V ′, and that

between V ′∗ and V ′.

I should like to describe briefly the method by which a derived normal

variety is obtained.

Let (ξ1, · · · , ξn) be non-homogeneous coordinates of a generic point V in

Sn. Let σ denote the ring K[ξ1, · · · , ξn] and Σ the function field K(ξ1, · · · , ξn)

of V . If η0 is transcendental over Σ we may regard (η0, η1 = η0ξ1, · · · , ηn =

η0ξn) as a homogeneous generic point of V . Let σ′ denote K[η0, η1, · · · , ηn]

and Σ′ the quotient field of σ′ so that

Σ′ = K(η0, η1, · · · , ηn) = Σ(η0).

Suppose σ′∗ is the integral closure of σ′ in Σ′. The transformation ηi 7→

tηi, t in K, defines an automorphism ω of σ′∗. we say that ζ, an element

of σ′∗, is homogeneous of degree ρ if ωζ = tρζ. Now the homogeneous

elements in σ′∗ of a given degree ρ possess a finite linearly independent

base over K. Let η∗0, · · · , η∗m be such a base. It can be proved that if ρ

is sufficiently high, then the integral domain K[η∗0, η
∗
1, · · · , η∗m] is integrally

closed in its quotient field. The quotients η∗i /η
∗
0 (i = 1, · · · ,m) belong to Σ.

Therefore the quantities (η∗0, η
∗
1, · · · , η∗m) can be regarded as the coordinates



of a homogeneous generic point of a normal variety V ∗ which is birationally

equivalent to V . V ∗ is called the derived normal variety for V relative to

the character of homogeneity ρ.

Without loss of generality we may always assume that this character of

homogeneity is unity. For consider the birational correspondence between V ,

with a homogeneous generic point (η0, η1, · · · , ηn) and V ∗, a derived normal

variety of V with a homogeneous generic point (η∗0, η
∗
1, · · · , η∗m) relative to

the character of homogeneity ρ. The quantities η∗0, η
∗
1, · · · , η∗m form a linear

base for the elements of K(η0, η1, · · · , ηn) which are integrally dependent

on K[η0, η1, · · · , ηn] and are homogeneous of degree ρ. K[η∗0, η
∗
1, · · · , η∗m]

is integrally closed in K(η∗0, η
∗
1, · · · , η∗m). Now consider the variety V whose

homogeneous generic point is (η0, η1, · · · ηs) where η0, η1, · · · , ηs is a minimal

basis for the forms of degree ρ in η0, η1, · · · , ηn. It can be shown that the

birational correspondence between V and V is one-one without exception

and that any two corresponding irreducible subvarieties of V and V have

the same dimension and quotient ring. It is therefore allowable to replace

V by V for purposes of birational correspondence since they are related by

a regular birational transformation.

Consider now the correspondence between V ∗ and V . Every homoge-

neous element in K(η0, η1, · · · , ηn) which is of degree ρ, and consequently

every η∗i (i = 0, 1, · · · ,m) can be written as a quotient of two forms in

the quantities ηi (i = 0, 1, · · · , n) whose degrees are multiples of ρ. Any

such element is a quotient of two forms in ηi (i = 0, 1, · · · s) and therefore

η∗i belongs to the field K(η0, η1, · · · , ηs) (i = 0, 1, · · · ,m). On the other

hand, ηi is linear in η∗0, η
∗
1, · · · , η∗m (i − 0, 1, · · · , s) and hence we deduce

K(η0, η1, · · · , ηs) = K(η∗0, η
∗
1, · · · , η∗m). The elements ηi, (i = 0, 1, · · · , s),

which, considered as elements of the field K(η0, η1, · · · , ηn) are homogeneous



of degree ρ, when considered as elements of the field K(η0, η1, · · · , ηs) are

homogeneous of degree 1. A similar argument holds for η∗i (i = 0, 1, · · · ,m).

The elements η∗0, η
∗
1, · · · , η∗m constitute a linear base for those elements of the

field K(η0, η1, · · · , ηs) which are homogeneous of degree one and which are

integrally dependent on K[η0, η1, · · · , ηs]. Therefore V ∗ is a derived normal

variety of V relative to the character of homoegneity 1. In fact, since the ηi

(i = 0, 1, · · · , s) are linear combinations of rhe η∗i (i− 0, 1 · · · ,m), it follows

that V is a projection of the normal variety V ∗.

From the definition it is evident that the coordinates of a homogeneous

generic point of a derived normal variety are linear forms in the coordinates

of a homgeneous generic point of any other derived normal variety relative

to the same character of homogeneity. It follows that two derived normal

varieties relative to the same character of homogeneity are projectively re-

lated.

As an example consider the following special cases of derived normal

varieties.

1. Cubic curve in A2 with a cusp.

Choosing the origin of non-homogeneous coordinates at the cusp, axes can

be chosen so that the non-homogeneous coordinates of a generic point are

(θ2, θ3) where θ is an indeterminate. A homogeneous generic point is (ω, ωθ2, ωθ3)

where ω is a second indeterminate. A homogeneous generic point is (ω, ωθ2, ωθ3)

where ω is second indeterminate. Let σ′ = K[ω, ωθ2, ωθ3].

ωθ is in the field K(ω, ωθ2, ωθ3) = K(ω, θ) and is integrally dependent

on σ′. ω, ωθ, ωθ2, ωθ3 provide a base for the elements of σ′∗ which are of

degree 1, σ′∗ being the integral closure of σ′ in its quotient field. In fact σ′∗ =

K[ω, ωθ, ωθ2, ωθ3] and (ω, ωθ, ωθ2, ωθ3) is a homogeneous generic point of

a twisted cubic curve in S3. It is easy to verify that this integral domain



K[ω, ωθ, ωθ2, ωθ3] is in fact integrally closed.

2. Derived normal varieties of a straight line

A homogeneous generic point of a straight line is (ω, θ) where ω, θ are

independent indeterminates over K.

σ′ = K[ω, θ] is integrally closed in its quotient field. A basis for elements of

degree k in this ring is ωk, ωk−1θ, ωk−2θ2, · · · , ωθk−1, θk. Interpreting these

elements as defining a homogeneous generic point of a variety we have a

rational curve of order k in Sk.

3. Derived normal varieties of a plane.

A homogeneous generic point of a plane is (θ, ϕ, ψ) where θ, ϕ, ψ are inde-

pendent indeterminates over K.

σ′ = K[θ, ϕ, ψ] is integrally closed in its quotient field. The elements θtϕuψv,

where t+ u+ v = k, form a basis for the elements of degree k in σ′.

When k = 2 (θ2, ϕ2, ψ2, θϕ, ϕψ, θψ) is a homogeneous generic point of a

Veronesal surface, V 4
2 , in S5.

When k = 3, (θ3, θ2ϕ, · · · , ψ3) is a homogeneous generic point of a del Pezzo

surface V 9
2 in S9.

When k = 4 the corresponding derived normal variety is a V 16
2 in S14 and

in general the derived normal variety corresponding to character of homo-

geneity k is a V k2
2 in Sν where ν = 1

2(k + 1)(k + 2)− 1.

§3.5 Resolution of the singularities of an algebraic curve

A very important fact about a locally normal variety of dimension r is

that the dimension of the singular locus is less than or equal to r − 2. In

particular a locally normal curve is non-singular. This fact is used in Muhly’s



and Zariski’s paper on the resolution of the singularities of an algebraic curce

[10]. In this paper the following results are proved.

(i) Every algebraic curve is birationally equivalent to a curve in higher

space Sn which is free from singularities both at a finite distance and

at infinity.

(ii) Any curve free from singularities in Sn can be projected into S3 into a

curve which is free from singularities.

(iii) Every algebraic curve can be birationally transformed into a curve in

S2 whose only singularities are ordinary double points.

These results are, of course, well known and can be proved in a rigor-

ous and aesthetically satisfying fashion using the theory of linear series of

points on a curve and the classical methods of Italian geometry. Muhly and

Zariski do not present us with an essentially more concise or more beautiful

method, but this alternative method of solving a classical problem is cer-

tainly justified since it can be generalised and used to provide a solution for

the problem of the resolution of the singularities of an algebraic surface. A

solution of this problem was published by Zariski in 1939 [23] and a sim-

plified version of the same work appeared later [25]. The methods used by

Zariski involve valuation theory extensively.

§3.6 Resolution of the singulatrities of an algebraic surface

There are two main theorems employed. The first one is called by Zariski

the Local Uniformisation Theorem:

• Given a variety V with function field Σ and a valuation v of Σ, then

there exists abother variety V ′, birationally equivalent to V and such

that the centre of v on V ′ is a simple subvariety of V ′.



In fact Zariski finds it sufficient to confine his attention to valuations of

zero dimension and the second main theorem is concerned with establishing

the existence of what he calls a “finite resolving system” for these valuations.

• Consider the set of birationally equivalent varieties all having Σ as

function field and also the set of all zero-dimensional valuations of

Σ. Then, if V (i) is the subset of these varieties, not necessarily de-

numerable , which are such that the centre of every zero-dimensional

valuation is a simpler point on at least one V (i), there exists a finite

set of the V (i) satisfying this same condition. This finite set is called

a resolving system of the set of zero-dimensional valuations.

The problem of the reduction of the singularities of an algebraic surface,

once the existence of a finite resolving system is established, is then equiv-

alent to showing that there exists a resolving system consisting of only one

surface.

Zariski shows that the transition from any finite resolving system to a

system containing just one variety depends on the fundamental theorem

which he enunciates as follows.

• If V is an arbitrary subset ofW, the set of zero-dimensional valuations

of a given function field Σ, and if there exists a resolving system of

V consisting of two varieties, then there also exists a resolving system

consisting of just one variety.

Suppose V1 · · · , Vn∗ is a resolving system for W and let V be the sub-

set of those valuations which have a singular centre on each of V1, · · · , Vn.

∗The manuscript contains lower suffixes. A comment in the margin is “use upper

suffixes”. This has been ignored because of the awkwardness of attaching an upper suffix

to V ′.



Then, in this case, Vn−1 and Vn are a resolving system for V. Assuming

the fundamental theorem stated above, there exists a resolving system for

V consisting of a single variety V ′n−1. Then V1, V2, · · ·Vn−2, V ′n−1 are n − 1

varieties forming a resolving system for W, and having reduced our system

to one consisting of n − 1 varieties instead of n, we can proceed similarly

until a resolving system is obtained which consists of one model only.

In his paper [25] Zariski demonstrates the existence of resolving systems

for the function field of an algebraic surface and proves his fundamental

theorem. It is in the proof of this last theorem that the operation of integral

closure is used to eliminate any multiple curves which may appear on the

surface at each stage of the reduction which is effected by a sequence of

quadratic transformations followed by transformations to derived normal

varieties.

A normal surface F with homogeneous generic point (ξ0, ξ1, · · · , ξn) has

a finite number of singular points. Let one of them be P and consider the

quadratic forms in ξ0, ξ1, · · · , ξn which vanish at P . If ω0, ω1, · · · , ωm is a

linearly independent base for these forms we may regard these quantities

ω0, ω1, · · · , ωm as coordinates of a homogeneous generic point of a surface

F ′ birationally equivalent to F . This is a quadratic transformation of F

with centre P . The sections of F by quadrics through P correspond to

prime sections of F ′. The point P corresponds to a pure one-dimensional

subvariety of F ′ and to any other point of F corresponds a unique point of

F ′. There are no fundamental points for this correspondence on F ′.

To prove the fundamental theorem quoted above for surfaces, Zariski

then considers two surfaces F and F ′ forming a resolving system for a given



set V of zero-dimensional valuations ∗ of the function field Σ. A sequence

of quadratic transformations with centres at the fundamental points on F ,

followed at each stage by transformations to the derived normal surface,

leads to a surface F such that for the birational correspondence between

F and F ′ no fundamental points exist on F . The next step is to eliminate

those fundamental points of F ′ which are simple points on F ′ and obtain

the surface F ′. Zariski then shows that the join F ∗ of F and F ′ is a surface

which forms a resolving system for V, thus proving his fundamental theorem

quoted above, and hence resolving the whole problem of the reduction of the

singularities of an algebraic surface. All this is explained in his paper [25].

∗“valuation” in the manuscript



Chapter 4.

Geometrical properties of normal varieties



§4.1 Muhly’s characterisation of normal varieties.

In considering the normality of primals and curves we find an illustration

of the general fact that the subvariety consisting of the singular points of a

normal variety V of dimension r is of dimension less than or equal to r − 2

([22] p. 280 Theorem 11). For primals and curves the converse is true also,

namely, non-singular irreducible curves and irreducible primals in Sn having

no multiple subvarieties of dimension n− 2, are locally normal. In the case

of primals local normality further implies projective normality.

It is of interest to find geometrical criteria by which we may investi-

gate the normality, both local and projective, of given varieties. Regarding

such criteria, the most important theorem concerning projectively normal

varieties is due to Muhly. In his paper [9] he proves that a necessary and

sufficient condition for an r-dimensional variety Vr to be normal in its am-

bient projective space Sn is that for every integer p, the linear system cut

out on Vr by the primals of order p in Sn be complete.

The necessity of this condition follows, as Muhly points out, imme-

diately from Zariski’s work regarding characters of homogeneity ([22] p.

290 §20). For suppose (η0, η1, · · · , ηn) are coordinates of a homogeneous

generic point of Vr and assume that K[η0, η1, · · · , ηn] is integrally closed

in K(η0, η1, · · · , ηn). Let ω0, ω1, · · · , ωm be a linearly independent base for

the forms of degree p in η0, η1, · · · , ηn. Then (ω0, ω1, · · · , ωm) can be re-

garded as coordinates of a homogeneous generic point of a variety V ′r which

is birationally equivalent to Vr. V
′
r is projectively normal and consequently

geometrically normal ([22] p. 288 Theorem 14). Therefore the prime sec-

tions of V ′r form a complete linear system on V ′r . Since these prime sections

correspond to the sections of Vr by the primals of order p in Sn, these pri-

mals must cut out a complete series on Vr. Muhly’s proof of the sufficiency



of the condition uses valuation theory.

A similar theorem holds for locally normal varieties ([26] p. 409). In this

case a necessary and sufficient condition that Vr be locally normal is that

there exists a positive integer p0 such that for every integer p with p ≥ p0,

the linear system cut out on Vr by the primals of order p in the ambient

space of Vr is complete.

§4.2 Gaeta’s work on the geometrical properties.

Using Muhly’s theorem Gaeta has been able to establish some very in-

teresting results regarding the normality of varieties [4, 5]. In the first of his

two papers on this subject Gaeta begins by proving the following theorem.

Suppose C is an irreducible normal curve of Sn and that n − 1 primals of

orders p1, p2, · · · , pn−1 pass simply through C and cut residually in a simple,

irreducible, non-singular curve C ′. Then C ′ also is normal.

Gaeta then considers curves of finite residue as defined by Severi. An

irreducible non-singular curve in S3 which is the complete intersection of

two surfaces is said to be of residue zero. Curves of finite residue are defined

inductively. An irreducible non-singular curve C in S3 is of residue p when it

is possible to pass through C two surfaces which cut residually in a simple,

irreducible and non-singular curve C ′ of residue p − 1, and where no curve

C ′ can be defined in the same way which is of residue less than p − 1.

Curves of finite residue in Sn (n > 3) are defined similarly when the curves

of zero residue in Sn have been defined as simple, complete, non-singular

and irreducible intersections of n − 1 primals. An irreducible non-singular

curve C in Sn is of residue p if n−1 primals passing simply through C meet

residually and simply in a curve C ′ of residue p− 1, where again p has the

smallest possible value.



Severi has shown that any curve of zero residue is projectively normal.†

Gaeta’s preceding theorem shows that every curve in Sn which is of finite

residue is projectively normal. The proof of this first theorem depends

directly on Muhly’s theorem and makes use of Severi’s postulation formulae

for complete intersections and Noether’s formula for the genus of a reducible

curve. Gaeta continues his paper with a study of the case n = 3, and proves

conversely that, in this particular case, all normal curves in S3 are necessarily

of finite residue. He points out that this converse is not true when n is greater

than three and gives as an example the rational normal quartic curve in S4.

Such a curve is normal but not of finite residue.

The paper concludes with a generalisation of this work for surfaces in Sn.

Suppose F and F ′ are two non-singular irreducible surfaces in Sn (n ≥ 4)

which make up the complete, simple intersection of n− 2 primals. Then, if

F is regular and normal, F ′ also is regular and normal. Surfaces of finite

residue are defined in a fashion analogous to the corresponding definition

for curves. A surface F of zero residue is a simple, non-singular, complete

intersection of n−2 primals in Sn, and an irreducible, non-singular surface F

is of residue p if n−3 primals passing simply through F meet residually and

simply in a surface F ′ of residue p − 1 where here again p has the smallest

possible value. Severi has proved that an irreducible surface of Sn without

singular points which is the simple intersection of n − 2 primals is regular

and normal. It follows that every surface of finite residue in Sn is regular

and arithmetically normal.

In his next paper [5] Gaeta goes on to show that in the preceding theorem

concerning the two non-singular irreducible surfaces F and F ′ which together

†For n = 3 see [13] §§20, 21.



make up the complete simple intersection of n− 2 primals, regularity is not

only a sufficient condition for the theorem but is also necessary. He shows

that in fact a necessary and sufficient condition for F ′ to be regular is that

primals of any order p (p > 0) cut a complete system on F . Therefore if F is

normal it follows that F ′ is regular. If F is irregular then F ′ is not normal.

The next part of this paper is devoted to a characterisation of the surfaces

of S4 which are the simple complete intersection of two primals and leads

to the following result. An irreducible surface F of S4 which is regular,

subcanonical and arithmetically normal is the simple complete intersection

of two primals and conversely.

The remainder of this paper is concerned with varieties of any dimension

d. The author considers the intersection of two varieties Vd and Wd both of

dimension d, which are together the complete intersection of n− d primals

in Sn. The intersection Vd ∩Wd is Zd−1, a variety of dimension d − 1. A

result analogous to those already found for curves and surfaces is obtained.

Namely, if Vd and Wd are normal and if Zd−1 is non-singular then Zd−1 is

normal. For d ≥ 2 the converse theorem is true.

§4.3 Zero-dimensional varieties

A zero-dimensional variety need not necessarily consist of a single point.

If the ground field K is not algebraically closed a zero-dmensional variety

consists of a finite number, g, of conjugate points. g is the order of the

variety. General results regarding varieties of dimension r should be investi-

gated separately for the case r = 0. Two illustrations should show the need

for such precaution.

Consider first, problems concerning the normality of varieties. Such

problems are closely connected with the series cut out on a variety by the

primals of a given order in the ambient space. These series do not exist



when the variety concerned is of zero dimension.

For a second example, consider the generic prime section of an irreducible

variety Vr of dimension r in an ambient space Sn in which the homogeneous

coordinates of a general point are (x0, x1, · · · , xn). A generic section is the

section by a prime with equation

u0x0 + u1x1 + · · ·+ unxn = 0

where u0, u1, · · · , un are indeterminates over the ground field K. This section

is defined over the field K(u0, u1, · · · , un) and is irreducible. If we choose

non-special values in K for the ui we shall obtain a “general” section which,

in the case r > 1, is irreducible over K. When r = 1, the generic prime

section is still irreducible over K(u0, u1, · · · , un) but the “general” section

becomes reducible if K is algebraically closed.

We can show that any zero-dimensional variety is normal in the affine

sense for any choice of the non-homogeneous coordinates and therefore lo-

cally normal, whereas no zero-dimensional variety is projectively normal

unless its order g is equal to unity.

Consider a set of conjugate points in Sn. Choosing non-homogeneous

coordinates x1, · · · , xn sufficiently generally a generic point of this zero-

dimensional vriety V g
0 has coordinates of the form (α, θ2(α), · · · , θn(α)) where

α is a root of an irreducible algebraic equation R(x1) = 0, and θi(α) belongs

to K[α] (i = 2, · · · , n).

K[α, θ2(α), · · · , θn(α)] = K[α] = K(α).

K[α, θ2(α), · · · , θn(α)], the integral domain of the variety, is trivially closed

in K(α) its quotient field, so that the set of conjugate points is an affinely-

normal variety.



Consider now projective normality. With suitably chosen homogeneous

coordinates in Sn a normalised generic point of the variety is (1, α, θ2(α), · · · , θn(α))

and a homogeneous generic point is (λ, λα, λθ2(α), · · · , λθn(α)) where λ is

an indeterminate over K(α).

K[λ, λα, λθ2(α), · · · , λθn(α)] is not integrally closed in K(λ, α) its quo-

tient field. For R(x1) = 0 is an equation with coefficients in K and can be

written in the form

xg1 + a1z
g−1
1 + · · ·+ ag−1x1 + ag = 0 (ai is in K, i = 1, · · · , g).

The equation

αg + a1α
g−1 + · · ·+ ag−1α+ ag = 0

shows that α is integrally dependent on K[λ, λα, λθ2(α), · · · , λθn(α)], but if

g > 1 α does not belong to this integral domain although belonging to its

quotient field.

Geometrically these results are obvious since a zero-dimensional variety

is non-singular and consequently locally normal. On the other hand if we

form a cone by joining the conjugate points to another point outside the

ambient Sn this cone is irreducible, of dimension one, and has a singular

point at which it is not locally normal. Consequently, the set of conjugate

points cannot be projectively normal.

§4.4 Example of a locally normal cubic surface

The cubic surface F in S3 which is given by the homogeneous equation

in (x0, x1, x2, x3), homogeneous coordinates in S3

x0x1x3 + x0x
2
2 + x1x

2
2 = 0 (1)

where the ground field K is the complex number field, is locally normal.



This surface is trinodal with nodes at the points (1, 0, 0, 0), (0, 1, 0, 0)

and (0, 0, 0, 1).

If x0 = 0 is chosen as the plane at infinity and yi = xi/x0 (i = 1, 2, 3)

are non-homogeneous coordinates, the equation of F is

y1y3 + y22 + y1y
2
2 = 0 (2)

and a generic point of this rational surface is

(
u, v,

−v2 − uv2

u

)
where u,

v are independent indeterminates over K. F is affinely normal for this

choice of the plane at infinity if K

[
u, v,

−v2 − uv2

u

]
is integrally closed in

K

(
u, v,

−v2 − uv2

u

)
. Now

K

[
u, v,

−v2 − uv2

u

]
= K

[
u, v,

v2

u

]
and

K

(
u, v,

−v2 − uv2

u

)
= K(u, v).

Therefore it is necessary to show that K

[
u, v,

v2

u

]
is integrally closed in

K(u, v). I shall solve here the more general problem and show that the ring

K

[
u, v,

vs

u

]
is integrally closed in K(u, v) where s is any positive integer.

Any power product occurring in a polynomial of the ring K

[
u, v,

vs

u

]
is of the form uavb

(
vs

u

)c
, a, b, c ≥ 0, and a, b, c and any other indieces

occurring in this paragraph are integers. Now

uavb
(
vs

u

)c
= ua−cvb+sc = uivj

is in K

[
u, v,

vs

u

]
.

(i) If i ≥ 0 then obviously uivj is in K

[
u, v,

vs

u

]
.



(ii) Suppose i < 0 and i = −k with k > 0.

Then j − sk ≥ 0 and

uivj =

(
vs

u

)k
vj−sk

which is in K

[
u, v,

vs

u

]
since j − sk ≥ 0. We conclude that the elements

of K

[
u, v,

vs

u

]
are the finite sums

∑
i,j αi,ju

ivj where the coefficients αi,j

belong to K and j ≥ 0, si+ j ≥ 0.

Now suppose that ζ, an element of K(u, v), is integrally dependent on

K

[
u, v,

vs

u

]
. ζ satisfies an equation

ζn+a1ζ
n−1+· · ·+an−1ζ+an = 0 (ai is in K

[
u, v,

vs

u

]
, i = 1, · · · , n). (3)

Therefore we can multiply this equation by uρn, where ρ is some suitably

chosen positive integer, and obtain the equation

(uρζ)n+b1(u
ρζ)n−1+· · ·+bn−1(uρζ)+bn = 0 (bi is in K[u, v], i = 1, · · · , n).

(4)

Since K[u, v] is integrally closed in K(u, v) (§2.5) uρζ must be in K[u, v].

Therefore

ζ =
∑
i,j

−βi,juivj ,

where the coefficients βi,j belong to K and j ≥ 0 in each term of this finite

sum.

Writing u = λs, v = λµ where λ, µ are two independent indeterminates

over K, we find

ζ =
∑
i,j

βi,ju
ivj =

∑
i,j

βi,jλ
si+jµj . (5)



Now, since
vs

u
= µs, the ai (i = 1, · · · , n) occurring in equation (3) are

in the ring K[λ, µ]. This ring is integrally closed in K(λ, µ) and therefore

ζ must belong to the ring K[λ, µ]. But, according to expression (5), ζ =∑
i,j βi,jλ

si+jµj , and is therefore a polynomial in λ, µ only if j ≥ 0, si+j ≥ 0

in each term of the sum. Therefore ζ is in the ring K

[
u, v,

vs

u

]
.

In the particular case with which we are concerned, s = 2, and hence

the surface F defined by equation (2) is affinely normal.

We can show that the surface defined by equation (1) is locally normal

by choosing new non-homogeneous coordinate systems with respect to which

the other two nodes (0, 1, 0, 0) and (0, 0, 0, 1) are at a finite distance.

When, for example x1 = 0 is chosen as the plane at infinity and zi =

xi/x1 (i = 0, 1, 2, 3) are non-homogeneous coordinates, F has an equation

z0z3 + z0z
2
2 + z22 = 0 (6)

and a generic point is again given by

(
u, v,

−uv2 − v2

u

)
, as in the first case.

A slightly different situation arises when we deal with the third node.

Choosing ti = xi/x3 (i = 0, 1, 2) as non-homogeneous coordinates, the sur-

face has an equation

t0t1 + t0t
2
2 + t1t

2
2 = 0 (7)

and a generic point is

(
−uv2

u+ v2
, u, v

)
where u, v are independent indeter-

minates over K. It is necessary to show that K

[
u, v,

−uv2

u+ v2

]
is integrally

closed in K

(
u, v,

−uv2

u+ v2

)
. Consider the integral domain K

[
u, v,

−uv2

u+ v2

]
and introduce a new quantity w = u+ v2. then

K

[
u, v,

−uv2

u+ v2

]
= K

[
w − v2, v, −wv + v4

w

]
= K

[
w, v

v4

w

]
.



Since K

[
w, v,

v4

w

]
is integrally closed in K(w, v), the case when s = 4 in

the first part of this example, it follows that K

[
u, v,

−uv2

u+ v2

]
is integrally

closed in K(u, v).

F is locally normal at its three nodes, the only singular points, and

therefore F is a locally normal surface.

In the last part of this example, the surface as defined by equation (7)

is evidently equivalent to the surface with generic point

(
w, v,

v4

w

)
. This is

a rational surface with equation obtained by eliminating w and v from the

parametric equations

t0 = w, t1 = v, t2 =
v4

w
.

The equation of the new surface is therefore

t41 = t0t2

where (t0, t1, t2) are non-homogeneous coordinates as before.

As an example of a surface in A3 which is not affinely normal consider

that given by the equation x32 − x21 = 0, a cylinder with axis parallel to the

x3-axis, x1, x2, x3 being non-homogeneous coordinates. This cylinder has

the x3-axis as cuspidal generator. A generic point is (θ3, θ2, ϕ) where θ and

ϕ are independent indeterminates over the ground field K. K[θ3, θ2, ϕ] is

not integrally closed in K(θ3, θ2, ϕ) = K(θ, ϕ) because for example θ is not

in K[θ3, θ2, ϕ] but the equation z2 − θ2 = 0 is satisfied by z = θ showing

that θ is integral over K[θ3, θ2, ϕ].

For all but the simplest cases this direct investigation of affine normality

of a variety is of little use. General theorems are needed to tell us whether

or not a given variety is normal in any particular sense. I have tried, in the



next section of my work, to find general criteria for normality in the case of

a surface in ordinary space of three dimensions.

§4.5 An investigation into the normality of a surface in three dimensions.

Let (x, y, z) be the non-homogeneous coordinates of a point in ordinary

space. Any irreducible algebraic surface in space has an equation of the

form f(x, y, z) = 0 where f(x, y, z) is an irreducible polynomial in (x, y, z)

with coefficients in some ground field K. If the surface is of order n then,

for a sufficiently general choice of coordinate system, the coefficient of zn

may be assumed to be unity. We shall think of the polynomial f(x, y, z) as

a polynomial in z with coefficient in the ring K[x, y].

Theorem 1 If R∗ = R[ζ] is a simple algebraic extension of the integral

domain R using the equation F (z) = 0 where F (z) is an irreducible poly-

nomial in the ring R[z] with leading coefficient unity, and if R is a unique

factorisation domain which is integrally closed in its quotient field K, then,

if the discriminant of F (z) with respect to z has no repeated factors in R,

R∗ is closed in its quotient field.

Suppose F (z) is of degree n in z and let ζ be a root of the equation

F (z) = 0. ζ is then integral over R. Let K∗ denote the quotient field of R∗.

Then K∗ = K(ζ) = K[ζ] ([8], p. 100). Suppose that

η =

n∑
i=1

piζ
i−1 (pi is in K, i = 1, · · · , n)

is any element of K∗ which is integrally dependent on R∗. Now R∗ is integral

over R since ζ is integral over R. On account of the transitive property of

integral dependence, η is integral over R. Let ζ1 = ζ, ζ2, · · · , ζn be the

conjugates of ζ over K and define

ηj =
n∑
i=1

piζ
i−1
j (j = 1, · · · , n). (1)



then these quantities ηj (j = 1, · · · , n) are integral over R. Consequently

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

1 ζ1 · · · ζn−11

1 ζ2 · · · ζn−12

...

1 ζn · · · ζn−1n

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
· pi is integral over R, (i = 1, · · ·n).

For

η1 = p1 + p2ζ1 + · · ·+ p+ nζn−11

η2 = p1 + p2ζ2 + · · ·+ p+ nζn−12

...

ηn = p1 + p2ζn + · · ·+ p+ nζn−1n

and therefore∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

1 ζ1 · · · ζn−11

1 ζ2 · · · ζn−12

...

1 ζn · · · ζn−1n

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
· pi = ci,1η1 + · · ·+ ci,nηn (i = 1, · · · , n) (2)

where the coefficients ci,j (i = 1, · · ·n, j = 1, · · · , n) are polynomials in

ζ1, · · · , ζn with the natural integers as coefficients, that is with coefficients

in R, assuming that unity belongs to R, which is here the case.

We have

pi =

∑n
j=1 ci,jηj

D1/2
(i = 1, · · ·n) (3)

where D is the discriminant of F (z) with respect to z and is in R. Hence

Dp2i =

 n∑
j=1

ci,jηj

2

(i = 1, · · · , n). (4)



Now Dp2i belongs to K (i = 1, · · · , n), and the expression on the right hand

side of this equation is integral over R. Therefore Dp2i belongs to K and is

integral over R, and since by hypothesis R is integrally closed in K,

Dp2i = Ai with Ai in R (i = 1, · · · , n). (5)

Write pi in the form pi =
αi
βi

(i = 1, · · · , n) where αi and βi belong to R and

have no common factor in R other than the units of R. We have

Dα2
i = Aiβ

2
i (i = 1, · · · , n), (6)

and therefore if D has no repeated factors in R, every factor of βi divides

αi and consequently βi is a unit of R. Hence pi belongs to R and since this

is true for i = 1, · · · , n, it follows that η belongs to R∗.

We deduce that R∗ is integrally closed in K∗.

With the help of this theorem we can show that a necessary and sufficient

condition for a surface in three dimensions to be affinely normal is that it

contains no multiple curves. For if an irreducible surface of order n is given

by the equation f(x, y, z) = 0 with the coefficient of zn unity, then to show

that the surface is affinely normal it is sufficient to show that the coordinate

axes can be chosen so that D(x, y), the discriminant of f(x, y, z) with respect

to z, has no repeated factors. For then K[x, y, ζ], the algebraic extension

of K[x, y] defined by f(x, y, z) = 0, is integrally closed in its quotient field,

and since (x, y, ζ) are non-homogeneous coordinates of a generic point of the

surface, this will imply normality.

We shall see that such a choice of axes is possible if the surface does not

possess a multiple curve.

Suppose f(x, y, z), an element of the ring K[x, y, z], is an irreducible

polynomial of degree n and that the coefficient of zn is unity. D(x, y), the



z-discriminant of f(x, y, z), is a polynomial in the ring K[x, y]. f(x, y, z) = 0

is the equation of a surface F in A3 where x, y, z are non-homogeneous

coordinates, andD(x, y) = 0 represents a cylinder with generators parallel to

the z-axis. The generators of this cylinder meet the surface in two coincident

points.

For if

f(x, y, z) = zn + a1z
n−1 + · · ·+ an−1z + an (ai is in K[x, y], i = 1, · · · , n)

=

n∏
i=1

(z − ζi)

then

D(x, y) =
∏

n≥i>j≥1
(ζi − ζj)2 ([17]vol 1 p.87).

Therefore if ζi = ζj for some i 6= j, D(x, y) = 0, but if all the ζi are

distinct, D(x, y) 6= 0.

The generators of the cylinder may be tangents to the surface or they

may be lines through multiple points of the surface. We have to determine

the circumstances in which such a generator is a double line on the cylinder.

All generators which are ordinary tangents at just one simple point of

F are simple lines of the cylinder. For suppose the line x = y = 0 is such a

generator which touches F at the point (0, 0, z). Using an extension of the

Weierstrass Preparation Theorem ([6] pp 94-96), the equation of F in the

neighbourhood of (0, 0, z) can be written in the following form:

f(x, y, z) ≡ F (x, y, z′), substituting z = z′ + z

≡ (z′2 + a1(x, y)z′ + a2(x, y)) · U(x, y, z′) = 0,

where a1,a2 are in the ring K[x, y] and vanish when x = y = 0. Also a2

contains non-vanishing linear terms since we are assuming that (0, 0, z1) is



a simple point in the surface. U is in K{x, y, z′} and does not vanish when

x = y = z′ = 0.

The discriminant D(x, y) of f(x, y, z) with respect to z is the same as the

discriminant of F (x, y, z′) with respect to z′ and is a polynomial in K[x, y].

In the ring K{x, y}, D(x, y) has a representation

D(x, y) = (a21 − 4a2)V (x, y)

where V (x, y) is a unit in K{x, y}. Since a2 has non-vanishing linear terms

it follows that D(x, y) has a simple zero when x = y = 0.

The only possible lines therefore which can be multiple generators of the

cylinder D(x, y) = 0 are among

1. inflexional tangents to the surface f(x, y, z) = 0 parallel to the z-axis,

2. double tangents parallel to the z-axis,

3. lines parallel to the z-axis through multiple points of the surface.

We can show, in fact, that all such lines are multiple generators.

Suppose first that the line x = y = 0 is an inflexional tangent to the

sirface at the point (0, 0, z1). Replacing z by z′ + z1, the equation of the

surface in the neighbourhood of this point is given by

f(x, y, z) = F (x, y, z′) = (z′3 + 3a1z
′2 + 3a2z

′ + a3)U(x, y, z′)

where a1, a2, a3 belong to K{x, y} and vanish when x = y = 0 and U(x, y, z)

is a unit of the ring K{x, y, z′}. The z-discriminant of f(x, y, z) is a poly-

nomial in K[x, y]. The polynomial has a factor in K{x, y} of the form

(a3 − a1a2)2 − 4(a2 − a21)(a1a3 − a22).



This power series has no constant or linear terms in x, y and consequently

x = y = 0 is a double generator on the cylinder D(x, y) = 0.

Secondly if x = y = 0 is a double tangent to F at two ordinary points

(0, 0, z1), (0, 0, z2) then, by considering parallel tangents near to these two

points, it is intuitively evident that this line will be a double generator of

the cylinder. Near to the point (0, 0, z1) the points ∗ of the surface F lie on

the analytic sheet given by

z′2 + a1(x, y)z′ + a2(x, y) = 0 where z = z′ + z1,

and near to (0, 0, z2), the surface is given by

z′′2 + b1(x, y)z′′ + b2(x, y) = 0 where z = z′′ + z2,

where a1,a2, b1, b2 are in the ring K{x, y} and vanish when x = y = 0, and

a2, b2 contain linear terms. The two sheets of the cylinder passing through

the generator x = y = 0 are given by

a21 − 4a2 = 0

and b21 − 4b2 = 0.

Finally suppose F has a double point at (x1, y1, z1). Writing x′ = x−x1,

y′ = y − y1, z′ = z − z1, the equation of F is given by

f(x, y, z) = F (x′, y′, z′)

= z′n + b1z
′n−1 + · · ·+ bn−2z

′2 + a1z
′ + a2 = 0

where b1, · · · bn−2, a1, a2 belong to K[x′, y′] and ai is a polynomial in x′, y′

with no terms of degree less than i (i = 1, 2). The discriminant, ∆(x′, y′) of

F with respect to z′ is obtained by eliminating z′ between the equations

F = z′n + b1z
′n−1 + · · ·+ bn−2z

′2 + a1z
′ + a2 = 0

∗“point” in the ms



∂F

∂z′
= nz′n−1 + · · ·+ 2bn−2z

′ + a1 = 0.

Therefore

Λ(x′, y′) =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

1 · · · bn−2 a1 a2 0 · · · 0

· ·

· ·

· ·

· ·

a2

1 b1 bn−1 a1 a2

n 2bn−2 a1

· ·

· ·

· ·

· ·

· ·

a1

n · · · · · · a1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Each of the non-zero elements in the last two columns of this determinant

is of degree greater than or equal to one in x′, y′ and therefore ∆ is a

polynomial in x′ and y′ containing no constant or linear terms. Substituting

x′ = x− x1, y′ = y − y1 in ∆(x′, y′) we shall find ∆(x′, y′) = D(x, y) where,

as before, D(x, y) is the z-discriminant of f(x, y, z). It follows that the line

x = x1, y = y1 is a multiple generator of the cylinder D(x, y) = 0.

A line which is a combination of these three types, for example, a tangent

through a double point which is parallel to the z-axis, will evidently be a



generator of D(x, y) = 0 of multiplicity greater than or equal to two.

If an algebraic surface contains no multiple curves then it contains only a

finite number of multiple points andD(x, y) will have a repeated factor if and

only if there is an infinity of double or inflexional tangents to the surface

from the point at infinity on the z-axis. Using the principle of counting

constants we can prove that from a general point, not on the surface, only

a finite number of inflexional and double tangents can be drawn ([12] p.

283). If therefore the surface does not contain a multiple curve, we may

choose general axes so that the z-discriminant of f(x, y, z) does not contain

a repeated factor in K[x, y], and in this case the surface is affinely normal

since K[x, y] is a unique factorisation domain integrally closed in its quotient

field (Theorem 1).

For a general choice of coordinate we may say that a surface given by

f(x, y, z) = zn + a1z
n−1 + · · ·+ an = 0 (ai is in K[x, y] i = 1, · · · , n)

is affinely normal if and only if the discriminant of f(x, y, z) with respect

to z contains no repeated factors. For a special choice of axes however this

need not be true. For example, the Kummer surface contains no multiple

curves and is therefore affinely normal. But if for the point at infinity on

the z-axis we choose a point on one of the sixteen tropes, not on the surface,

then we have an infinity of double tangents parallel to the z-axis, giving rise

to a repeated linear factor in the z-discriminant.

In view of Zariski’s result that an affinely normal variety of dimension r

contains a singular variety of dimension r − 2 at most ([22] p.280 Theorem

11) we can conclude as follows.

Theorem 2 A necessary and sufficient condition for a surface in A3 to be

affinely normal is that it contains no multiple curves not lying entirely at



infinity.

§4.6 Normality of a primal in Sn

This result for surfaces in S3 generalises on the case of a primal Vn−1 in

An.

Theorem 3 A necessary and sufficient condition for a primal Vn−1 in affine

space of n dimensions to be affinely normal is that it contains no multiple

subvarieties of dimension n− 2 not lying entirely at infinity.

This result can be used to deduce a necessary and sufficient condition

for the projective normality of a primal in Sn. It has already been remarked

that a variety V in an ambient space Sn is projectively normal if the cone

obtained by joining V to a point O outside Sn is locally normal in its ambient

space Sn+1 obtained by joining O to the original space Sn. Since a necessary

and sufficient condition for a variety to be locally normal is that it is affinely

normal for all choices of the prime at infinity (§3.1 Theorem 1), it follows that

a primal Vn−1 in Sn is locally normal if it contains no multiple subvarieties

of dimension n− 2 either at a finite distance or at infinity for any particular

choice of non-homogeneous coordinates. Now if a primal Vn−1 in Sn contains

no multiple subvarieties of dimension n−2, the cone Cn obtained by joining

Vn−1 to a point O outside Sn is a primal in Sn+1 and contains no multiple

subvarieties of dimension n − 1. On the other hand if Vn−1 has a multiple

subvariety of dimension n−2, then Cn has a multiple subvariety of dimension

n− 1. The required result then follows.

Theorem 4 A primal Vn−1 in Sn which is locally normal is also projectively

normal, the necessary and sufficient condition for normality being that no

multiple subvarieties of dimension n− 2 exist on the primal.



§4.7 Local normality of a surface in S3 at a point

In a very interesting paper [11] concerning the ideals in the ringK{x1, · · · , xn}

of convergent power series in x1, · · · , xn, Rückert gives an ideal-theoretic

proof of Weierstrass’s theorem that the null points of a set of analytic equa-

tions

Pi(x1, · · · , xn) = 0 (i = 1, · · · , n),

where Pi(x1, · · · , xn), i = 1, · · · , n are power series in the ring K{x1, · · · , xn},

which are convergent in the neighbourhood of one particular null-point O, lie

on a finite number of irreducible analytic varieties passing through the point

O. When, in particular the Pi(x1, · · · , xn) are polynomials in x1, · · · , xn in

the ring K[x1, · · · , xn], the null points lie on an algebraic variety V . When V

is irreducible any point of V may be taken as the null point O, and then the

finite number of analytic varieties in the statement of the theorem are the

sheets of V which pass through O. In the subsequent work I shall assume a

coordinate system chosen so that O is the origin of coordinates.

Let Jj denote the ring K{x1, x2, · · · , xj}. The units of Jj are those power

series of Jj which do not vanish when x1 = x2 = · · · = xj = 0. A power

series Q of the ring Jn is defined to be regular with respect to xk if at least

one term cxpk occurs where c is in K, c 6= 0.

If Q is a power series in Jn which is regular with respect to xn, and if m

is the smallest integer for which cxmn (c in K, c 6= 0) occurs in Q, then there

exists a uniquely determined unit F in Jn such that

QF = xmn +A1x
m−1
n + · · ·+Am−1xn +Am

where Ai is in Jn−1 and is not a unit (i = 1, · · · ,m). The expression on the

right hand side of this equation is a polynomial in xn in the ring Jn−1[xn].

It has the property that the coefficient of the highest power of xn is unity



and the other coefficients of the various powers of xn are non-units in Jn−1.

Rückert calls such a polynomial “ausgezeichnet” which I shall translate as

“fundamental”.

Divisibility in Jn is defined in the usual way, and two power series are

regarded as equivalent if they differ only by a factor which is a unit in Jn. A

power series is irreducible if it cannot be written as a product of two power

series neither of which is a unit in Jn. With this understanding, factorisation

of P , a power series in Jn, is unique and P can be expressed as the product of

a finite number of irreducible non-units of Jn. For fundamental polynomials

of the ring Jn−1[xn], Rückert shows that their non-unit factors are also

fundamental polynomials and that factorisation into fundamental factors is

unique to within multiplication by a unit.

Consider the equation of an irreducible primal in Sn given, in terms of

non-homogeneous coordinates, by an algebraic equation

f(x1, · · · , xn) = 0.

Suppose further that the origin lies on this locus and that the coordinate

axes are chosen sufficiently generally for f(x1, · · · , xn) to be regular in xn.

f(x1, · · · , xn) is an irreducible polynomial in the ring K[x1, · · · , xn] but,

regarded as belonging to the ring K{x1, · · · , xn} in which it is a non-unit,

f(x1, · · · , xn) may be reducible and have a representation as a product of

irreducible factors in K{x1, · · · , xn}

f = f1f2 · · · fn (fi is in K{x1, · · · , xn}, i = 1, · · · , n). (1)

Now there exists a unit E in K{x1, · · · , xn} such that

Ef = xmn +A1x
m−1
n + · · ·+Am−1Xn +Am



where the right hand side of this equation is a fundamental polynomial in

Jn−1[xn]. Consequently E.f factorises uniquely as a product of irreducible

fundamental factors Gi in Jn−1[xn], (i = 1, · · · , k), and

Ef = G1G2 · · ·Gk. (2)

Now if f is regular in Xn so also are each of the factors fi (i = 1, · · · , h).

Therefore there exist units E′i in Jn such that

E′ifi = G′i

where G′i is a fundamental polynomial of Jn−1[xn]. Since fi is irreducible

in Jn, G′i must be an irreducible fundamental polynomial. This is true for

each i = 1, · · · , h. Therefore

E′f = G′1G
′
2 · · ·G′h (3)

where

E′ = E′1E
′
2 · · ·E′h.

Equations (2) and (3) show that

G′1G
′
2 · · ·G′h = E′′G1G2 · · ·Gk

where E′′ = E′E−1 is a unit in Jn. We deduce that h = k and the set G′i

are the same as the set Gi, apart from unit factors.

Incidentally the uniqueness of irreducible factors of an element of Jn

follows immediately from the uniqueness property of the fundamental factors

of a fundamental polynomial in Jn−1[xn]. In this case, for example, the

factors f1, · · · , fh must be equivalent to the unique set G1, · · · , Gh.

The analytic equations

fi = 0 (i = 1, 2 · · · , h)



define the irreducible sheets of the primal through 0, these sheets being

equally well-defined by the equations

Gi = 0 (i = 1, 2 · · · , h).

Since the original polynomial f(x1, · · · , xn) is assumed to be irreducible in

K[x1, · · · , xn] it follows that the factors f1, f2, · · · , fh in Jn are all distinct

([29] p.352).

Since Jn is a unique factorisation domain it is also an integral domain

which is integrally closed in its quotient field.

Before investigating the local normality of a surface in S3 at a given

point I require the following two results.

Lemma 1 Let f(z) be a polynomial in z of degree n with coefficients in the

unique factorisation domain R. Suppose that f(z) is reducible in R[z] and

has the factorisation

f(z) = f1(z)f2(z) · · · fh(z).

If D is the z-discrminant of f(z), Di is the z-discriminant of fi(z) (i =

1, · · · , h) and Rk1,k2 is the discriminant of fk1(z) and fk2(z) with respect to

z, then

D =
∏

k=1,···,h
Dk

 ∏
k1,k2=1,···,h,k1>k2

Rk1,k2


2

. (4)

For suppose the roots of the equation f(z) = 0 are ζ1, · · · , ζn, these roots



belonging to some extension of the quotient field of R. then

f = (z − ζ1)(z − ζ2) · · · (z − ζn)

f1 = (z − ζ1) · · · (z − ζα1)

f2 = (z − ζα1+1) · · · (z − ζα2)

·

·

·

fh = (z − ζαh−1+1) · · · (z − ζn).

Also

D =
∏

i,j=1,···,n,i 6=j
(ζi − ζj)

Dk =
∏

αk−1<i6=j≤αk

(ζi − ζj) (k = 1, · · · , h)

Rk1,k2 =
∏

αk1−1<i≤αk1
, αk2−1<j≤αk2

(ζi − ζj) (k1 6= k2 k1, k2 = 1, · · · , h).

The result stated follows by considering these last three equations.

Lemma 2 If (ξ1, · · · , ξn) are non-homogeneous coordinates of a generic point

of a variety V in Sn and if P is a point of V at which V is locally normal,

then Q(P ), the quotient ring of P in V , is given by

Q(P ) = K(ξ1, · · · , ξn) ∩K{ξ1, · · · , ξn}

where K{ξ1, · · · ξn} is the ring of power series convergent in the neighbour-

hood of P .

I would like to give two short proofs based on results proved by André

Weil. I shall assume non-homogeneous coordinates chosen so that P is the

origin of coordinates.



First proof. Obviously

Q(P ) ⊆ K(ξ1, · · · ξn) ∩K{ξ1, · · · , ξn}

since Q(P ) ⊂ K(ξ1, · · · , ξn) and every element of Q(P ) is expressible in the

form a/b where a, b belong to K[ξ1, · · · , ξn] and b is a unit of K{ξ1, · · · , ξn}.

If u is in K(ξ1, · · · , ξn)∩K{ξ1, · · · , ξn} then u has a unique specialisation

as ξi → 0 (i = 1, · · · , n). Therefore u is integrally dependent on Q(P ) ([20]

p41 Prop. 22) and consequently is in Q(P ) since, by hypothesis the quotient

ring of P is integrally closed.

Second proof.

Q(P ) ⊆ K(ξ1, · · · ξn) ∩K{ξ1, · · · , ξn}

as before. Suppose u is integrally closed in K(ξ1, · · · ξn) ∩K{ξ1, · · · , ξn}. u

is in K(ξ1, · · · , ξn) and Q(P ) is integrally closed. Therefore either u or
1

u
is in Q(P ) ([20] p.268 Prop. 1). Let us assume that u is not in Q(P ) and

therefore that u = a/b where a and b are in K[ξ1, · · · , ξn] with a 6= 0 at P

and b = o at P . Also a/b = α where α is in K{ξ1, · · · , ξn}. Therefore

a(ξ1, · · · , ξn) = b(ξ1, · · · , ξn)α(ξ1, · · · , ξn).

When ξi → 0 (i = 0, · · · , n) the expression on the left hand side of this

equation does not become zero whereas the expression on the right hand

side does become zero and hence a contradiction arises. Therefore u must

belong to Q(P ).

In fact I require to use this lemma in the specialised form of the corollary.

Corollary If x1, · · · , xn are n independent determinates over K, then the

elements of the intersection K(x1, · · · , xn) ∩ K{x1, · · · , xn} can be written

in the form
a(x1, · · · , xn)

b(x1, · · · , xn)
where a(x1, · · · , xn) and b(x1, · · · , xn) belong to

K[x1, · · · , xn] and b does not vanish when x1 = · · · = xn = 0.



This follows if we consider x1, · · · , xn as the coordinates of a non-homogeneous

generic point of a space of dimension n.

If f(x, y, z) is an irreducible polynomial in the ring K[x, y, z], the equa-

tion f(x, y, z) = 0 represents an irreducible algebraic surface in A3 where

x, y, z are non-homogeneous coordinates. Suppose that O, the origin of

coordinates, lies on this surface. It may happen that f(x, y, z) is reducible

in the ring K{x, y, z}. Suppose that its factors are given in the form of

equation (2) as

f(x, y, z) = f1(x, y; z)f2(x, y; z) · · · fh(x, y; z)E,

where E is a unit of K{x, y, z} and fi(x, y; z) is in K{x, y}[z] (i = 1, · · · , h).

D, the z-discriminant of f(x, y, z) is a polynomial in K[x, y] and has for its

factors in K{x, y} the z-discriminants Di of fi(x, y; z) (i = 1, · · · , h) and the

z-resultants Rk1,k2 of fk1(x, y; z) and fk2(x, y; z) (k1 6= k2; k1, k2 = 1, · · · , h).

This follows on account of Lemma 1. Using again Zariski’s result ([29] p.352)

we deduce that D has a repeated factor in K[x, y] vanishing when x = y = 0

if and only if D has a repeated factor in K{x, y}. This implies either that h

is greater than one, or that one of the Di has a repeated factor in K{x, y}.

From this the obvious remark follows, that a multiple curve passes through

a point O on the surface if and only if two analytic sheets pass through O

and intersect in a branch of this multiple curve, or a multiple curve branch

through O lies on one of the analytic sheets.

Consider now the local normality of a surface in S3 at a given point. A

surface which is affinely normal is locally normal at every finite point (§3.1

Theorem 2). If therefore a surface contains a multiple curve there must

be some points at which it is not locally normal. Such points are those

on the multiple curve C. The surface is certainly not locally normal along



the multiple curve ([20] p 269 Prop. 2). Consequently it cannot be locally

normal at any point of C. †

On the other hand an irreducible surface F in S3 is locally normal at

every point which does not lie on a multiple curve.

For consider such a point O on the surface F in S3. Choosing O as

the origin of sufficiently general non-homogeneous coordinates x, y, z the

equation of F can be written in the form

f(x, y, z) = zn + a1z
n−1 + · · ·+ an−1z + an (ai is in K[x, y], i = 1, · · · ., n)

where D(x, y), the z-discriminant of f(x, y, z) has no repeated factor in

K[x, y] which vanishes when x = y = 0. Also since O does not lie on a

multiple curve of F , f(x, y, z) is irreducible in K{x, y, z}.

(x, y, ζ), where ζ is algebraic over K(x, y) and is determined by the equa-

tion f(x, y, z) = 0, is a non-homogeneous generic point of F . Consider an

element u of K(x, y, ζ) which is integrally dependent on Q(O), the quotient

†In general if a variety V is not locally normal along any subvariety W1, it is not locally

normal along any subvariety W2 contained in W1. Choose a non-homogeneous coordinate

system for which W2, and therefore W1, is at a finite distance. Let σ denote the integral

domain of V , Σ its function field and σ∗ the integral closure of σ in Σ. W2 is contained

in W1 and therefore Q(W2), the quotient ring of W2 on V , is contained in Q(W1), the

quotient ring of W1 on V . If we suppose V is locally normal along W2 we should have

σ∗ ⊆ Q(W2) (§3.1 Lemma 2)

and since Q(W2) ⊆ Q(W1) this would imply

σ∗ ⊆ Q(W1)

and therefore, on account of Lemma 2,§3.1, V would be locally normal along W1 in

contradiction to the original hypothesis.



ring of O on F . u satisfies an equation

b0u
m+b1u

m−1+· · ·+bm−1u+bm = 0 (bi is in K[x, y, ζ], i = 0, 1, · · · ,m, b0 6= 0 at 0).

Multiplying this equation by bm−10 we obtain

(b0u)m + b1(b0u)m−1 + · · ·+ bm−1(b0u) + bmb
m−1
0 = 0. (5)

Now b0u is an element in the quotient field of K{x, y}[ζ] and the coefficient

b1, · · · , bm−1bm−20 , bmb
m−1
0 of the various powers of b0u in this equation (5)

are in the ring K{x, y}[ζ]. The z-discriminant of f(x, y, z) has no repeated

factor in K{x, y}. Otherwise, on account of Zariski’ result ([29] p. 352) this

same discriminant would have a factor in K[x, y] vanishing when x = y = 0.

If we now apply the result of Theorem 1 in §4.5 with K{x, y} in place of R

we find that b0u is an element of K{x, y}[ζ] since equation (5) shows that

b0u is integrally dependent on K{x, y}[ζ].

Therefore

b0u = α1ζ
n−1 + · · ·+ αn−1ζ + αn (αi is in K{x, y}, i = 1, · · · , n)

and also b0u is an element of K(x, y, ζ) and can therefore be written in the

form

b0u =
c1
c
ζn−1 + · · ·+ cn−1

c
ζ +

cn
c

(c, c1, · · · , cn are in K[x, y]).

It follows that ζ satisfies the equation(
α1 −

c1
c

)
zn−1 + · · ·+

(
αn−1 −

cn−1
c

)
z +

(
αn −

cn
c

)
= 0.

The coefficients in this algebraic equation for z are in the quotient field of

the integral domain K{x, y}. But f(x, y, z) = 0 is the irreducible equation



for z with coefficients in this field of lowest possible order.∗ It follows that

αi −
ci
c

= 0 (i = 1, · · · , n)

or

αi =
ci
c

(i = 1, · · · , n).

αi is an element of K(x, y) and also of K{x, y} and so as a consequence of

the corollary of Lemma 2 above,

αi =
di
ei
,

di and ei belong to K[x, y] and ei does not vanish whenx = y = 0. This is

true for i = 1, · · · , n. Therefore

b0u =

n∑
i=1

di
ei
ζn−i

and if e = e1e2 · · · en,

b0u =

∑n
i=1 d

′
iζ
n−i

e
where d′i is in K[x, y] (i = 1, · · · , n)

and e does not vanish when x = y = 0.

It follows that

u =

∑n
i=1 d

′
iζ
n−i

b0e
.

The numerator in the expression on the right hand side is in the ring

K[x, y, ζ] and the denominator is in K[x, y, ζ] and does not vanish when

(x, y, ζ) specialise to the values (0, 0, 0). It follows that u belongs to the

quotient ring of O on F which is consequently integrally closed.

These results may be stated as follows.

∗Margin note says “Doesn’t work: degree of (undecipherable word) eqn over K{x, y}[ζ]

need not be n.”



Theorem 1 A necessary and sufficient condition for an irreducible surface

F in S3 to be locally normal at a point O is that no multiple curve of F

passes through O.

A similar result is true for primals in Sn.

Theorem 2 A necessary and sufficient condition for an irreducible primal

Vn−1 in Sn to be locally normal at a point O is that no multiple subvariety

of F of dimension n− 2 passes through O.

§4.8.Normality of curves

From Zariski’s general result that the singular manifold of a locally nor-

mal variety of dimension r is of dimension less than or equal to r − 2 it

follows that no curve with a singular point can be locally normal. On the

other hand a variety is locally normal at any simple point. It follows that

a necessary and sufficient condition for a curve to be locally normal is that

the curve is nonsingular. The transformation from any irreducible algebraic

curve to one of its derived normal models provides us with a birational

transformation which will resolve the singularities of the curve.

An algebraic curve in a plane is a special case of a primal and if it is non-

singular then the curve is not only locally, but also projectively, normal. This

is not the case for the skew curve in ordinary space. Consider, for example,

the rational quartic curve in S3 given parametrically by the equation x0 :

x1 : x2 : x3 = 1 : θ : θ2 : θ4. Taking x0 = 0 as the plane at infinity we may

consider (θ, θ2, θ4) as the non-homogeneous coordinates of a generic point.

K[θ, θ2, θ4] = K[θ] is integrally closed in K(θ). Consequently the curve is

affinely normal for this choice of the plane at infinity. In fact the curve is non-

singular and therefore locally normal. A homogeneous generic point for the

curve is (ϕ, θϕ, θ2ϕ, θ4ϕ) where θ, ϕ are independent indeterminates over K.



K[ϕ, θϕ, θ2ϕ, θ4ϕ] is not integrally closed in K(θ, ϕ) its quotient field. For

consider the element ϕθ3 of K(θ, ϕ). This element is integrally dependent on

K[ϕ, θϕ, θ2ϕ, θ4ϕ] since z = ϕθ3 satisfies the equation z2−ϕθ2 ·ϕθ4 = 0. But

ϕθ3 does not belong to K[ϕ, θϕ, θ2ϕ, θ4ϕ] and therefore this rational quartic

curve is not projectively normal. It can be obtained by projection from the

rational quartic curve in S4 with normalised generic point (1, θ, θ2, θ3, θ4), a

curve which is projectively normal.

§4.9. A non-singular curve in S3 defined by the complete intersecion of two cones.

One of the simplest types of curves in S3 is the curve of residue zero.

This is a non-singular curve which is a complete simple intersection of two

surfaces. A very special case of such a curve is one which is the complete

intersection of two cones. I shall give an algebraic proof showing that if two

cones in S3 intersect simply and completely in an irreducible, nonsingular

curve, then this curve is projectively normal.

I shall begin by proving the following theorem.

Theorem 1 R is an integral domain which is a unique factorisation do-

main. K is the quotient field of R. α, β are quantities which are algebraic

over K and integrally dependent on R satisfying irreducible equations

f(z) = zn + a1z
n−1 + · · ·+ an = 0

g(z) = zm+b1z
m−1+· · ·+bm = 0 (ai, i = 1, · · · , n; bj , j = 1, · · · ,m are in R)

respectively. D(f), D(g) denote the z-discriminants of f(z), g(z) respectively.

If R[α] and R[β] are both integrally closed in their quotient fields K(α) and

K(β), and if D(f) and D(g) have no factors in R in common, other than the

units of R, then R[α, β] is integrally closed in K(α, β), its quotient field.



If ξ is any element of K(α, β), then ξ = s/t where s belongs to R[α, β]

and t to R. For, as I have shown earlier, we can certainly write ξ = s/t with

s in K[α, β] and t in K. The required form is obtained from this since every

element of K is of the form a/b with a, b in R and b 6= 0.

Suppose ξ is any element of K(α, β) which is integrally dependent in

R[α, β]. Since α and β are integral over R, the ring R[α, β] is integral over

R and on account of the transitive property of integral dependence, ξ is

integral over R.

We may write

ξ =
∑
i,j

ρi,jα
iβj

ρi,j is in K,
i = 0, 1, · · · , (n− 1)

j = 0, 1, · · · (m− 1)

 (1)

Let α = α1, α2, · · · , αn be the n conjugate values satisfying f(z) = 0, and

let β = β1, β2, · · · , βm be the m conjugate values satisfying g(z) = 0. Define

the quantities ξ1,ν (ν = 1, · · · ,m) by the equations

ξ1,ν =
∑
i,j

ρi,jα
i
1β

j
ν (ν = 1, · · ·m) (2)

Solving these equations for the m quantities
∑n−1

i=0 ρi,jα
i
1 (j = 0, 1, · · · (m−

1)) we find
n−1∑
i=0

ρi,jα
i
1 =

∑m
ν=1Aν,jξ1,ν

D
1/2
(g)

(3)

where Aν,j (ν = 1, · · · ,m; j = 0, 1, · · · (m − 1)) are polynomials in βν with

coefficients in R and therefore they are integral over R. Multiplying equation

(3) by D(g) we obtain

n−1∑
i=0

D(g)ρi,jα
i
1 =

m∑
ν=1

D
1/2
(g) Aν,jξ1,ν (j = 0, 1, · · · , (m− 1)) (4)

The left hand expression in this equation belongs to the field K(α) and

the right hand expression is integral over R and therefore a fortiori over



R[α]. Therefore, since R[α] is, by hypothesis, integrally closed in K(α),
n−1∑
i=0

D(g)ρi,jα
i is in R[α].

Suppose

D(g)ρi,j =
ai,j
bj

where ai,j , bj are in R

 i = 0, 1, · · · , (n− 1)

j = 0, 1, · · · , (m− 1)

 (5)

Any element of R[α] can be written as a polynomial in α of degree less than

or equal to n − 1 with coefficients in R, since any term αp with p greater

than or equal to n can always be reduced to a sum of terms of lower degree

by the substitution

αn = −a1αn−1 − a2αn−2 − · · · − an.

We can therefore write

n−1∑
i=0

ai,jα
i

bj
=

n−1∑
k=0

ckα
k with ck in R, k = 0, 1, · · · (n−1) (j = 0, 1, · · · , (m−1))

(6)

or
n−1∑
i=0

ai,jα
i =

n−1∑
k=0

bjckα
k (j = 0, 1, · · · , (m− 1)). (7)

In this relation we must have ai,j = bjci (i = 0, 1, · · · (m−1), j = 0, 1, · · · , (n−

1)), otherwise we should have an equation with coefficients in R of degree

less than n which is satisfied by α. Therefore

D(g)ρi,j is in R for i = 0, 1, · · · (n− 1); j = 0, 1, · · · (m− 1).

Similarly

D(f)ρi,j is in R for i = 0, 1, · · · (n− 1); j = 0, 1, · · · (m− 1).

Let us write ρi,j =
λi,j
µi,j

where λi,j , µi,j are in R for each i, j and assume

that for a given pair i, j, λi,j and µi,j have no factors in R in common.



We see that for each i, j, µi,j must divide both D(g) and D(f), and since

we have assumed that D(g) and D(f) have no factors in common in R, µi,j

must be a unit of R for each i, j. Consequently ρi,j belongs to R (i =

0, 1, · · · (n− 1); j = 0, 1, · · · (m− 1)) and therefore ξ belongs to R[α, β] and

the theorem is proved.

An obvious generalisation can be made as follows. If R and K are as

above, and if α1, · · · , αs are quantities algebraic over K and integrally depen-

dent on R satisfying relations fi(z) = 0 (i = 1, · · · , s) respectively, where the

leading coefficient in each equation is unity, then, if R[αi] is integrally closed

in K(αi) for each i = 1, · · · , s, and if D(fi) (i = 1, · · · , s) have no common

factors in R, then R[α1, · · · , αs] is integrally closed in K(α1, · · ·αs).

From this result we can deduce the following.

Theorem 2 If two cones in S3 intersect simply and completely in a non-

singular irreducible curve γ, then the curve is projectively normal.

Let (x, y, z, t) be homogeneous coordinates in S3 and choose the vertices

of the two cones as vertices Z and T of the tetrahedron of reference. the

equations of the two cones can then be written in the form

f(x, y, z) ≡ a0z
n + a1(x, y)zn−1 + · · ·+ an(x, y) = 0

g(x, y, t) ≡ b0t
m + b1(x, y)tm−1 + · · ·+ bm(x, y) = 0

(8)

where a0, b0 are constants in K, the ground field of complex numbers, and

ai(x, y), bj(x, y) are forms of order i, j respectively in x, y; i = 1, · · · , n;

j = 1, · · ·m. We shall assume that γ is not a plane curve.

Neither a0 nor b0 can vanish. For if a0 = 0 then the cone f(x, y, z) = 0

passes through Z, the vertex of the other cone, and since Z is a singular

point of order m for this second cone, this would mean that γ would have



an m-ple point at z and since m is greater than one this is untrue since γ is

assumed to be non-singular.

Since a0 6= 0 and b0 6= 0 it is permissible to assume that the equations

of the two cones are in the form given above (8) with a0 = b0 = 1.

A homogeneous generic point of the first cone is given by (x, y, α, t)

where α is algebraic over K(x, y) and is determined by f(x, y, α) = 0, and

a homogeneous generic point of the second cone is (x, y, z, β) where β is

algebraic over K(x, y) and is determined by g(x, y, β) = 0. The coordinates

(x, y, α, β) define a homogeneous generic point of the curve γ.

The two cones are both free from multiple curves and so the curve of

intersection of the cone f(x, y, z) = 0 with the plane t = 0 is nonsingular

and, since it is a primal, it is therefore normal according to a previous result

(Theorem 4, §4.6). In the plane t = 0, a homogeneous generic point of this

curve is (x, y, α) and so K[x, y, α] is integrally closed in K(x, y, α). Similarly

we can show that K[x, y, β] is integrally closed in K(x, y, β).

To show that γ is normal we have only to show that D(f) and D(g), the

z-discriminant of f(x, y, z) and the t-discriminant of g(x, y, t) respectively,

have no factors in K[x, y] in common and we may apply the preceding the-

orem writing K[x, y] for R and K(x, y) for K.

D(f) and D(g) are both homogeneous polynomials in x, y with coefficients

in K. Each of these forms factorises into a product of linear forms ax +

by with a, b in K since K is here the field of complex numbers and is

algebraically closed. Then the equation D(f) = 0 represents a pencil of

planes through the side ZT of the fundamental tetrahedron and each of

these planes touches the cone f(x, y, z) = 0 along one of its generators.

If D(f) and D(g) have a linear factor in common, this means that there

is a plane touching each cone along a generator. These two generators



intersect in a point P at which this plane is a tangent plane to each cone.

Therefore the two cones touch at P and P is a multiple point of their curve

of intersection. Since, by hypothesis we assume the intersection γ to be

without multiple points it follows thatD(f) andD(g) have no common factors

in K[x, y] and hence γ is normal.

This result generalises immediately to give the following result.

Theorem 3 In Sn consider the two cones each of dimension n − 1 whose

simple complete intersection is an irreducible variety Vn−2 containing no

multiple subvarieties of dimension n− 3. Then this Vn−2 is normal.



Chapter 5.

Ideas for further investigation



§5.1 Three possible methods

As far as I can discover from the existing literature, general theorems

completely describing geometrical properties which characterise locally nor-

mal and normal varieties are restricted to Muhly’s theorem [9] for locally

normal varieties∗. When one is confronted with a general variety, the com-

pleteness or incompleteness of a linear series of subvarieties on it is not at

all immediately evident, and it seems that alternative criteria should be

investigated.

There are three possible methods which suggest themselves to me.

1. By extending the ground field over which a given variety V is defined, a

new variety V ′ of lower dimension is determined. The relation between

this variety and the original variety with regard to normality should be

investigated. Possible information about the normality of V might be

deduced by considering the case, for example, when V ′ is an algebraic

curve.

2. By considering the projection of a variety Vr in Sn into a lower primal

V ′r in Sr+1, results might possibly be deduced from known properties

of primals.

3. By considering prime sections it might be possible to derive informa-

tion about the normality of Vr in Sn. More generally, sections by any

generic flat space could be investigated and, in particular, sections by a

generic Sn−r+1, which are algebraic curves, might form a useful study.

∗Probably, “varies” in the ms is a misprint.



§5.2 Extension of the ground field of a variety

Theorem 1 A variety Vr of dimension r in Sn is given by a set of equations

fi(x1, · · · , xn) = 0 (i = 1, · · · , h) where the fi(x1, · · ·xn) (i = 1, · · · , h) are

polynomials in the ring K[x1, · · · , xn], and (x1, · · ·xn) are non-homogeneous

coordinates of a point in Sn. If Vr is irreducible over the ground field K,

then V ′, the variety defined by the same set of equations but regarded as

being defined over the ground field K(x1, · · · , xd) (d < r) is irreducible and

of dimension r − d.

Let (ξ1, · · · , ξn) be the non-homogeneous coordinates of a generic point

of Vr, where ξ1, · · · , ξr are algebraically independent over K. Then

fi(ξ1, · · · , ξd, xd+1, · · · , xn) = 0

regarded as an equation in xd+1, · · ·xn is satisfied by the values ξd+1, · · · ξn

(i = 1, · · · , h). On the other hand if F (xd+1, · · · , xn) is inK(ξ1, · · · , ξd)[xd+1, · · · , xn]

then

F (xd+1, · · · , xn) =
Φ(ξ1, · · · , ξd, xd+1, · · · , xn)

Ψ(ξ1, · · · , ξd)

where Φ(ξ1, · · · , ξd, xd+1, · · · , xn) is inK[ξ1, · · · , ξd, xd+1, · · · , xn] and Ψ(ξ1, · · · , ξd)

is in K[ξ1, · · · , ξd]. If

F (ξd+1, · · · , ξn) = 0

then

Φ(ξ1, · · · , ξd, ξd+1, · · · , ξn) = 0

showing that Φ(x1, · · · , xn) vanishes over Vr. Therefore, applying the result

of Hilbert’s Zero Theorem (see [17] Vol II p 6 for one proof)

{Φ(x1, · · ·xn)}ρ =
h∑
i=1

Ai(x1, · · · , xn)fi(x1, · · · , xn) (Ai is in K[x1, · · · , xn], i = 1, · · · , h)



and therefore

{F (xd+1, · · · , xn}ρ =
h∑
i=1

Bi(xd+1, · · · , xn)fi(ξ1, · · · , ξd, xd+1, · · · , xn) (1)

where

Bi(xd+1, · · · , xn) =
Ai(ξ1, · · · , ξd, xd+1, · · ·xn)

{Ψ(ξ1, · · · , ξd)}ρ
.

The right hand side of equation (1) is in K(ξ1, · · · , ξd)[xd+1, · · · , xn] (i =

1, . . . , h) provided that ξ1, · · · , ξd are algebraically independent over K which

is assured since ξ1, · · · , ξr are assumed to be algebraically independent and

d is less than r.

Therefore F (xd+1, · · · , xn) vanishes over V ′ showing that (ξd+1, · · · , ξn)

is a non-homogeneous generic point of V ′ which must consequently be irre-

ducible over K(x1, · · · , xd).

The dimension of V ′ is the degree of transcendency ofK(ξ1, · · · , ξd, ξd+1, · · · , ξn)

overK(ξ1, · · · , ξd). We know that the degree of transcendency ofK(ξ1, · · · , ξd)

over K is d and also that the degree of transcendency of K(ξ1, · · · , ξn) over

K is r. Therefore the dimension of V ′ is equal to r − d ([17] vol I p 212).

Theorem 2 If Vr is affinely normal in Sn then V ′ is affinely normal in the

Sn−d in which (xd+1, · · · , xn) are non-homogeneous coordinates of a general

point and Sn−d is defined over K(x1, · · · , xd).

Choose the non-homogeneous coordinates of a generic point of V so

that the first r are algebraically independent. Let such a generic point

be (x1, · · · , xd, xd+1, · · · , xr, ξr+1, · · · , ξn) where ξr+1, · · · ξn are algebraically

dependent on K(x1, · · · , xr). Then V and V ′ have a common function field

Σ and

Σ = K(x1, · · · , xr, ξr+1, · · · , ξn) = K(x1, · · · .xr)[ξr+1, · · · , ξn].



The integral domain of V is σ = K[x1, · · · , xr, ξr+1, · · · , ξn] and the integral

domain of V ′ is σ′ = K(x1, · · · , xd)[xd+1, · · · , xr, ξr+1, · · · , ξn].

Suppose u, an element of the function field of V ′, is integrally dependent

on σ′. Then

u =
a(x1, · · · , xr, ξr+1, · · · , ξn)

b(x1, · · · , xr)
where a is in K[x1, · · · , xr, ξr+1, · · · , ξn] and b is in K[x1, · · · , xr], and u

satisfies an equation

um + α1u
m−1 + · · ·+ αm−1u+ αm = 0 (αi is in σ′, i = 1, · · · ,m). (2)

αi can be written in the form βi/β where βi is in σ, and β is in K[x1, · · · , xd],

(i = 1, · · · ,m).

Multiplying equation (2) by βm we obtain the equation

(βu)m + β1(βu)m−1 + β2β(βu)m−2 + · · ·+ βmβ
m−1 = 0. (3)

In this equation the coefficients of the powers of βu are in σ and we see that

βu depends integrally on σ. Since βu depends on Σ, the function field of V ,

and V is assumed to be affinely normal, this implies that βu belongs to σ.

Therefore β
a

b
is in K[x1, · · ·xr, ξr+1, · · · , ξn], so that

a

b
is in

K(x1, · · · , xd)[xd+1, · · · , xr, ξr+1, · · · , ξn] = σ′.

Hence V ′ is affinely normal.

Corollary It follows that if V is locally normal then V ′ also is locally

normal since a variety is locally normal if it is affinely normal for every

choice of the prime at infinity.

In defining a point P of a variety Vr over an abstract field K, Zariski does

not immediately confer geometric reality to the term “point” ([24] p.198).

He considers a field Σ = K(ξ1, · · · , ξn) of degree of transcendency r over K



so that if An is an n-dimensional affine space defined over K, then the n

quantities (ξ1, · · · , ξn) are non-homogeneous coordinates of a generic point of

some r-dimensional variety. He defines a point P on V to be associated with

a prime zero-dimensional ideal P0 in the ring σ = K[ξ1, · · · , ξn]. In general,

when K is not algebraically closed, there will not exist elements c1, · · · , cn

in K such that ξi ≡ ci (P0) (i = 1, · · · , n). The variety in An corresponding

to P0 is a zero-dimensional variety consisting of a set of conjugate points. If

we extend the ground-field over which the space An is defined the “point”

P may be represented by a finite set of points.

Zariski’s definition of a simple variety is as follows.

• An s-dimensional subvariety Ws of the r-dimensional variety Vr is

simple on Vr if and only if the ideal of non-units in the quotient ring

of Ws has a basis of r − s elements.

In the case of a ground field of characteristic zero, this definition is

equivalent to the classical one.

• Suppose Vr is defined by the non-homogeneous equations fi(x1, · · · , xn) =

0 (i = 1, · · · , h) and let (η1, · · · , ηn) be a non-homogeneous generic

point of the subvariety Ws of Vr. Ws is simple on Vr if the matrix[
∂(f1, · · · , fn)

∂(x1, · · · , xn)

]
x1=η1,···,xn=ηn

is of rank n− r.

In his paper “Algebraic varieties over ground fields of characteristic zero”

[24], Zariski begins by pointing out that a subvariety Ws of Vr can be treated

as a point P ′ of a variety V ′r−s by a suitable transcendental extension of the

ground field K to K ′ in Σ, the function field of Vr. The original equations



defining Vr then define V ′r−s over K ′. It follows almost immediately from

either definition that Ws is simple for Vr if and only if P ′ is simple for V ′r−s.

Let us consider as an example the special case when by an extension

of the ground field K a variety V is considered as a curve V ′. Suppose in

addition that Vr has an irreducible multiple subvariety Wr−1. Let

(x1, · · · , xr, ξr+1, · · · , ξn) be a non-homogeneous generic point of Vr and let

(x1, · · · , xr−1, ηr, · · · , ηn) be a generic point ofWr−1 where we assume x1, · · · , xr

are algebraically independent. The point (η) = (x1, · · · , xr−1, ηr, · · · , ηn) is

a specialisation of the point (ξ) = (x1, · · · , xr, ξr+1, · · · , ξn).

Suppose fi(x1, · · · , xn) = 0 (i = 1, · · · , h) are the defining equations of V .

Then, since W is multiple on V the (h×n)-matrix
∂(f1, · · · , fh)

∂(x1, · · · , xr−1, ηr, · · · , ηn)
is of rank less than n− r.

Now let these same equations define an irreducible curve overK(x1, · · · , xr−1)

in Sn−(r−1). A generic point of this curve is (xr, ξr+1, · · · , ξn) and, since

(ηr, ηr+1, · · · , ηn) is a specialisation of this generic point it represents a point

on the curve. This point is multiple on the curve since the rank of the

(h× (n− r + 1)) matrix
∂(f1, · · · , fh)

∂(ηr, · · · , ηn)
is less than n− r = n− (r − 1)− 1.

If, therefore we assume that a curve with a multiple point is known to be

not locally normal the well-known result follows that any Vr containing a

multiple sub-locus of dimension r − 1 cannot be locally normal.

There appears to be no reason why one should exclude the extreme case

when d = r. If V is an irreducible variety of dimension r then V ′ is a

set of conjugate points defined over the ground field K(x1, · · · , xr). Such

a set of conjugate points is always affinely normal and consequently the

converse statement that the affine normality of V would follow from the

affine normality of V ′ cannot be true.



§5.3 Projection of a variety

In his tract on Modular Systems, Macaulay shows that the equations

of a Vr in an affine space An in which x1, · · · , xn are non-homogeneous

coordinates can be written in the form

f(x1, · · · , xr+1) = 0,

∂f

∂xr+1
· xr+i = ϕi(x1, · · · , xr+1) (i = 2, · · · , (n− r)),

provided that the choice of axes is sufficiently general. Van der Waerden de-

rives this parametric representation of a variety in a slightly modified form

([15] p.114 §20). He considers a normalised generic point (1, ξ1, · · · , ξn) of Vr

in Sn in which ξ1, · · · , ξr are algebraically independent and ξr+1, · · · ξn alge-

braically dependent on ξ1, · · · , ξr. If Σ = K(ξ1, · · · , ξn) and P = K(ξ1, · · · , ξr)

then Σ = P (ξr+1, · · · ξn). There exists a primitive element ξ′r+1 where

ξ′r+1 = ξr+1 + αr+2ξr+2 + · · · + αnξn (αi is in P , i = r + 1, · · · , n) such

that Σ = P (ξ′r+1). Making a non-singular linear transformation of coordi-

nates we may write ξr+1 instead of ξ′r+1 and then

Σ = P (ξr+1, · · · , ξn) = P (ξr+1).

ξr+1 satisfies an algebraic equation

f (1)(ξ1, · · · , ξr, ξr+1) = 0

and making this equation homogeneous by introducing ξ0,

f(ξ0, ξ1, · · · , ξr+1) = 0. (1)

Now ξr+2, · · · , ξn are rational functions of ξ1, · · · , ξr+1 and consequently

ξr+i =
ϕ
(1)
i (ξ1, · · · , ξr+1)

ψ(1)(ξ1, · · · , ξr+1)
(i = 2, · · · , n− r).



Making this equation homogeneous and multiplying by ψi we obtain

ψi(ξ0, · · · , ξr+1ξr+i)− ϕi(ξ0, · · · , ξr+1) = 0 (i = 1, · · · , n− r). (2)

The n− r equations

f(x0, · · · , xr+1) = 0

ψi(x0, x1, · · · , xr+1)xr+i − ϕi(x0, x1, · · · , xr+1) = 0 (i = 2, · · · , n− r)
(3)

define an algebraic variety D in Sn of which V is an irreducible component.

In fact van der Warerden shows that if we write D as a sum of two varieties

U and V

D = U+̇V

then U is the variety defined by those points ofD for which ψ(x0, x1, · · · , xr+1) =

0 where ψ is the least common mutiple of the forms ψi (i = r + 1, · · · , n).

The equation f(x0, x1, · · · , xr+1) = 0 defines a cone with the space

Sn−r−2 given by x0 = x1 = · · · = xr+1 = 0 for vertex. If O is a point in this

space Sn−r−2 for which none of the coordinates xr+1, · · · , xn is zero then ev-

ery other equation in the set (3) defines a primal which is such that a general

line through O meets it in only one further point. For consider the point

(0, 0, · · · , 0, yr+1, · · · , yn) and join it to the point (z0, z1, · · · , zn). A general

point on this line has coordinates (z0, · · · , zr+1, zr+2 + λyr+2, · · · , zn + λyn)

which lies on the primal given by

ψi(x0, · · · , xr+1)xr+i − ϕi(x0, · · · , xr+1) = 0 (2 ≤ i ≤ n− r)

if

ψi(z0, · · · , zr+1)(zr+i + λyr+i)− ϕiz0, · · · , zr+1) = 0.

This last equation for given values of the y’s and z’s determines just one

value for λ. Such a primal is called a monoid.



As an example of this parametric representation consider a twisted cubic

curve in S3 with a generic point (1, θ2, θ3, θ). Its equations can be written

in the form (3) as

x31 − x0x22 = 0

x1x3 − x2x0 = 0.

The variety V in this case is given by

x31 − x0x22 = 0

x1 = 0

x2x0 = 0

and consists of the two lines joining the point (0, 0, 0, 1) to each of the points

(1, 0, 0, 0) and (0, 0, 1, 0).

The equation x31 − x0x22 = 0 represents a cubic cone with vertex at the

point (0, 0, 0, 1) and having the line joining this vertex to the point (0, 0, 1, 0)

as a cuspidal generator.

X2(0, 0, 1, 0)

X0(1, 0, 0, 0)

X1(0, 1, 0, 0)

X3(0, 0, 1, 0)



The section of this cone by the plane x3 = 0 is a cubic curve with a cusp

and is shown in the diagram by a dotted curve. The cuspidal tangent to

this curve is the line X2X1. This cuspidal cubic curve is the projection of

the twisted cubic onto the plane x3 = 0 from the point X3 which lies on the

tangent at X2 to the twisted cubic.

Given any irreducible variety Vr in An, an affine space of n dimensions,

the equation of Vr can be written in the form

f(x1, · · · , xr+1) = 0,

ψi(x1, · · · , xr+11)xr+i = ϕi(x1, · · · , xr+1) i = 2, · · · , (n− r).
(4)

If (ξ1, · · · ξn) is a non-homogeneous generic point of Vr then, with a suffi-

ciently general choice of coordinate axes ξr+2, · · · , ξn ∗ and hence the whole

ring K[ξ1, · · · , ξn] is integrally dependent on K[ξ1, · · · , ξr+1].

The primal Ur given by f(x1, · · · , xr+1) = 0 in Ar+1, where the coor-

dinate of a general point are (x1, · · · , xr+1), is birationally equivalent to Vr

and (ξ1, · · · , ξr+1) is a generic point of Ur.

To find the elements of Σ = K(ξ1, · · · , ξn) = K(ξ1, · · · , ξr+1) which are

integrally dependent on σ(1) = K[ξ1, · · · , ξn] we have to find the elements of

K(ξ1, · · · , ξn) which are integrally dependent on σ(2) = K[ξ1, · · · , ξr+1]. If

we denote by σ∗(j) the integral closure of σ(j) in Σ (j = 1, 2), this last remark

implies

σ∗(1) = σ∗(2).

If we now suppose that Ur is normal in the affine sense,

σ(2) = σ∗(2).

∗Something is missing here: these coordinates are independent?



It is obvious that σ(2) ⊆ σ(1) and consequently

σ∗(1) = σ∗(2) = σ(2) ⊆ σ(1),

showing that

σ∗(1) ⊆ σ(1)

whence, since σ(1) ⊆ σ∗(1), σ(1) = σ∗(1), so that the affine normality of Ur

implies the affine normality of Vr.

In both of these cases Ur is a quite general projection of Vr into a space

Sr=1 of r + 1 dimensions.

Therefore we may state the above results in the form

Theorem 1 If the general projection Ur of Vr in Sn into a space of r + 1

dimensions is affinely normal, then Vr itself is affinely normal, and if Ur is

projectively normal then Vr also is projectively normal.

This result is true more generally if we consider projection into a space

of r + i dimensions for i = 1, 2 · · · , n− r.

In fact since projective normality implies geometric normality it is not

possible to project a normal variety in Sn into a normal variety of the same

order in a space of dimension less than n, so the above result is of no interest

in the case of projective normality.

The converse statement, that the general projection of a variety Vr which

is normal in the affine or projective sense into a space of r+ 1 dimensions is

normal in the same sense, is not true. For consider a twisted cubic curve in

S3. Such a curve is projectively normal. A general projection of this curve

into S2 is a rational plane cubic with a double point. This plane curve is not

affinely normal for any choice of the line at infinity which leaves this double

point at a finite distance.



Using the same notation as above let us assume that Ur and therefore

Vr are both affinely normal. Then

σ(2) = σ∗(2) = σ∗(1) = σ(1)

so that

K[ξ1, · · · , ξr+1] = K[ξ1, · · · , ξn]

and Ur and Vr are integrally equivalent varieties in Zariski’s sense ([22]

p279).

From this we find that ξr+i is in K[ξ1, · · · , ξr+1] (i = 2, · · · , n− r). The

parametric equations of Vr are therefore

f(x1, · · · , xr) = 0

xr+i = ϕi(x1, · · · , xr+1) (i = 2, · · · , (n− r))
(5)

and these n−r equations define Vr as their complete intersection considering

only points at a finite distance, since, in the equations (3) all points for which

the least common multiple of the ψi does not vanish lie on Vr and in this case

if we made our equations homogeneous by introducing a new indeterminate

x0 this least common multiple would be some power of x0.

It is perhaps just worthwhile noticing what happens if similar reasoning

is applied to the case of projective normality. By an analogous process we

should find that if Ur is projectively normal then the equations for Vr are

the homogeneous equations

f(x0, x1, · · · , xr) = 0

xr+i = ϕi(x0, x1, · · · , xr+1) (i = 2, · · ·n− r)
(6)

The homogeneity of the last n−r−1 equations implies that ϕi(x0, x1, · · · , xr+1)

(i = 2, · · · , n − r) are linear forms in x0, x1, · · · , xr+1. This means that the



ambient space of the original Vr is of (r+ 1) dimensions, a result which was

to be expected in view of the remark above that projective normality implies

geometric normality.

Since a variety in Sn which is affinely normal for every choice of the prime

at infinity is locally normal it follows as a corollary of the result above for

affine normality that, if Ur is locally normal, then Vr also is locally normal.

Alternatively we can deduce this from the following result.

Theorem 2 If P is a point of Vr and P ′ is the projection of P on Ur then

if Ur is locally normal at P ′, Vr is locally normal at P .

Let P be the point with coordinates (α1, · · · , αn). Its projection P ′ is

the point (α1, · · · , αr+1, 0, · · · , 0). Let QV (P ), QU (P ′) denote the quotient

rings of P , P ′ on Vr, Ur respectively. Then

QU (P ′) ⊆ QV (P ).

For let ζ ′ be an element of QU (P ′).

ζ ′ =
a′(ξ1, · · · , ξr+1)

b′(ξ1, · · · , ξr+1)
, a′, b′ belong to K[ξ1, · · · , ξr+1]

and

b′(α1, · · · , αr+1) 6= 0.

Obviously ζ ′ belongs to QU (P ).

Therefore

σ∗(1) = σ∗(2) ⊆ QU (P ′) ⊆ QV (P )

whence

σ∗(1) ⊆ QV (P )

showing that Vr is locally normal at P .



This result is true if we consider a general projection into a space of r+ i

dimensions (1 ≤ i ≤ n−r). Here again the converse is not true. For consider

the surface in affine four-dimensional space A4 given by the vanishing of the

2× 2 minors in the matrix

 x1 x2 x3

x2 x3 x4

.

A non-homogeneous generic point of this surface is (λ, λθ, λθ2, λθ3) where

λ, θ are independent indeterminates. We can show that K[λ, λθ, λθ2, λθ3]

is integrally closed in K(λ, θ). The surface is obtained by joining a twisted

cubic curve in A3 to a point external to A3, in this case the origin of co-

ordinates 0. Now project the surface onto a general subspace A3. This A3

meets the surface in a twisted cubic curve γ′ and O projects onto a point

O′ not on γ′ for a general projection. The projected surface is a rational

cubic cone with vertex at O′ and containing a double generator through O′.

This projected surface is not locally normal at O′ but the original surface is

locally normal at O.

A slight generalisation of the previous result would be:

Theorem 3 If W is an irreducible subvariety of Vr and W ′ its projection

on Ur, then if Ur is locally normal at W ′, Vr is locally normal at W .

§5.4 Normality of prime sections

In the course of his second paper on arithmetic normality [5], Gaeta re-

marks in a footnote without any reference that if an irreducible prime section

of the irreducible variety Vr is arithmetically normal then Vr is arithmeti-

cally normal. This seems to be an important result but I have unfortunately

been unable to trace its existence in the Italian literature where it probably

exists. The exact converse is not true as can be seen by considering an irre-

ducible section of a cubic surface in three dimensions by a tangent plane. A



result of a similar nature that the generic prime section of a normal variety

is itself normal has recently been published by one of Zariski’s disciples. In

a slightly generalised form the first result becomes:

Theorem 1 If an irreducible section by Sn−i of the irreducible variety Vr

in Sn is arithmetically normal. i can have any of the values 1, 2, · · · , r − 1.

I think it is of some interest to point out that this result cannot be true

if we replace the words “arithmetically normal” by “locally normal”. For

if this were so any r-dimensional variety Vr in Sn which does not possess

a multiple sub-variety of dimension r − 1 would be locally normal, since a

general section of Vr by a space Sn−r+1 is a non-singular irreducible curve

and such a curve is locally normal. There is an obvious fallacy here. We have

only to consider the cone Γ4∗ in S4 obtained by joining a rational quartic

curve γ4 in S3 to an external point. γ4 is locally normal and is an irreducible

prime section of Γ4. But Γ4 is not locally normal at its vertex.

A result concerning generic normality analogous to Theorem 1 is as fol-

lows.

Theorem 2 If an irreducible prime section of Vr (r ≥ 2) is geometrically

normal then Vr is geometrically normal.

A very simple argument can be used to prove this. Suppose that V m
r in

an ambient space Sn has been obtained by projection from V ′mr , a variety

of the same order m lying in an ambient space Sn′ where n′ is greater than

or equal to n. To prove the theorem we have to show that, assuming an

irreducible prime section of Vr to be geometrically normal, then n′ = n.

∗The ms actually says Γ4
2 here, but Γ4 for subsequent instances



We can choose a coordinate system so that, if x0, x1, · · ·xn′ are homoge-

neous coordinates in Sn′ , Sn is the subspace given by xn+1 = · · · = xn′ = 0

and the vertex of projection is the space defined by x0 = x1 = · · · = xn =

0. Consider Umr−1, the section of V m
r by a general prime with equation

u0x0 + · · ·+unxn = 0 in Sn. Umr−1 is of order m and lies in an ambient space

Sn−1 ([3] chap IX §6). Then Umr−1 is the projection of U ′mr−1, the section of

V ′mr by the prime in Sn′ with equation u0x0 + · · · + unxn = 0. This prime

passes through the vertex of projection. U ′mr−1 is of order m and dimension

r − 1 and lies in an ambient space Sn′−1 of dimension n′ − 1.

If we assume n′ > n then n′− 1 > n− 1. But n′− 1 > n− 1 implies that

Umr−1 is not geometrically normal contrary to hypothesis. Therefore n′ = n

and V m
r must be geometrically normal.

Severi gives a geometrical proof that if two surfaces in S3 intersect simply

and completely in a nonsingular irreducible curve then this curve is projec-

tively normal ([13] §21). Gaeta states that Severi has also proved the more

general result that if n − 1 primals in Sn intersect simply and completely

in a non-singular irreducible curve then this curve is normal [4]. Assuming

these results, the following result can be deduced immediately.

Theorem 3 If n − r primals F (1), F (2), · · · , F (n−r) in Sn intersect simply

and completely in an irreducible variety Vr of dimension r which has on it

no singular subvariety of dimension greater than r − 2, then Vr is normal.

For consider the section of Vr by a general Sn−r+1 in Sn. This section is

an irreducible non-singular curve C. The Sn−r+1 meets the primal F (i) in

an irreducible variety of dimension n− r which is a primal F ′(i) in Sn−r+1,

(i = 1, · · · , n− r). The primals F ′(i), i = 1, · · · , n− r in Sn−r+1 meet simply

and completely in the non-singular curve C which is therefore normal. In



consequence of the first result stated in this section Vr is normal.



Conclusion

The last section of my thesis is so sketchy and inconclusive that I feel it

needs some apology. I include it here in order to indicate the various avenues

that I have explored in an attempt to characterise geometrically the general

normal variety of dimension r in Sn. I am still hoping to find an arithmetic

proof of the last theorem that I have enunciated (Theorem 3 §5.4) but I have

come up against many difficulties in this task. Even when this problem is

solved only sufficient conditions for normality will have been found. This is

evident from Gaeta’s result that a necessary and sufficient condition for a

non-singular curve in S3 to be normal is that it is of finite residue.

I am inclined to think that the methods of the Italian geometry are

more suited to the solution of this particular problem. The results of the

Italian school used by Gaeta in his two quoted papers are well-authenticated.

Justification for arithmetic proofs of his theorems could be made only if

greater rigour, elegance or simplicity could thereby be obtained, or if such

methods yielded more readily to further generalisation. This does not seem

very likely at the moment.

The most important use which Zariski makes of the projectively normal

variety is in the resolution of the singularities of 2 and 3-dimensional varieties

by birational transformations. The property made use of in this connection is

common also to the locally normal varieties, namely the absence of multiple

curves on a locally normal surface and of multiple surfaces on a locally

normal 3-dimensional variety. In much of Zariski’s work it appears quite

often to be the concept of local normality rather than projective normality

which is of fundamental importance. This is the case in his work on the

foundations for a general theory of birational correspondence. Even local



normality is not always required and the less restrictive property of analytic

irreducibility may prove to be a more fundamental concept.
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