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Abstract

Image segmentation is the foundation for analyzing and understanding high-level images. How to effectively segment the intensity
inhomogeneous image into several meaningful regions in terms of human visual perception and ensure that the segmented regions
are consistent at different resolutions is still a very challenging task. In order to describe the structure information of the intensity
inhomogeneous efficiently, this paper proposes a novel hybrid bias field correction model by decoupling the multiplicative bias field
and the additive bias field. Since these kinds of bias fields are assumed to be smooth, we can employ the Sobolev space W1,2 to
feature them and use a constraint to the multiplicative bias field. Since the proposed model is a constrained optimization problem,
we use the Lagrangian multiplier method to transform it into an unconstrained optimization problem, and then the alternating
direction method can be used to solve it. In addition, we also discuss some mathematical properties of our proposed model and
algorithm. Numerical experiments on the natural images and the medical images demonstrate performance improvement over
several state-of-the-art models.

Keywords: Image segmentation, Intensity inhomogeneity, Multiplicative bias field, Additive bias field, Alternating direction
method

1. Introduction

During the past decades, there has been a lot of studies on image segmentation[23, 24, 28, 38, 46]. Various deep
learning-based methods and variational-PDE methods have been proposed for image segmentation [12, 32, 40, 50].
In the learning-based methods, although the segmentation algorithm has made great progress, there are still problems
such as lack of interpretability, insufficient feature extraction ability, loss of detailed information, and low segmenta-
tion efficiency, which cannot meet the requirements of image segmentation. Especially, learning-based methods lack a
theoretical foundation and rely heavily on massive labeled data. In addition, these methods rarely consider the image
priors existing in statistical and structural information. The variational partial differential equation (PDE) methods are
usually constructed based on Bayesian maximum a posteriori (MAP) estimation. To be more specific, the variational
PDE methods regard the segmentation processing as an ill-posed inverse problem and construct the energy function
according to the segmentation target between the segmentation regions and the segmentation curves. These meth-
ods generally include region-based models, edge-based models and their hybridization. Region-based segmentation
methods utilize region information to guide the evolution of initial contours. Chan-Vese (CV) model [6], Local Binary
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Fitted (LBF) model [18] and Local Intensity Clustering (LIC) model [16] are the approaches of region-based models.
In edge-based segmentation methods, the segmentation process is performed by evolving the initial contour to the
target boundary such as Snake model [15], Geodesic active contours model [5]. However, the edge-based methods are
greatly affected by the initial contour and the boundary of the target object, and curve evolution tends to fall to a local
minimum. Furthermore, the edge-based models are usually required to assume that the gray distribution is uniform.
Therefore, they cannot achieve a good segmentation effect for images with intensity inhomogeneity or noise. In fact,
it is a challenging task to segment regions of interest from images with inhomogeneous intensity since the inhomoge-
neous intensity weak the image edge. To this end, many efforts have been done on the problem of image segmentation
with inhomogeneous intensity [2, 7, 17, 33].

Intensity inhomogeneity is present in many real-world images from different modalities, such as X-ray/tomography,
magnetic resonance images and some natural images. Intensity inhomogeneity is a smoothly varying bias field. For
instance, in magnetic resonance imaging (MRI), intensity inhomogeneity can lead to inconsistency of pixels in the
same tissue [35]. This phenomenon also occurs in natural images, mostly due to uneven lighting [14]. To deal with
the image segmentation problem of intensity inhomogeneity, Chan and Vese [36] proposed a piecewise smooth (PS)
model. This method used the piecewise smooth function to replace the constant value function, and effectively seg-
ment the image with intensity inhomogeneity. However, this model requires periodic initialization when using the
level set method to solve it, which is difficult to apply and cannot be generalized. Furthermore, the solution can easily
get stuck in local minima due to the non-convexity of the model and then the model heavily depends on the choice of
the initialization. Li et al. [18] introduced the kernel function to the active contour model and then proposed the local
binary fitting (LBF) model to drive the evolution of the curve, and at the same time added a penalty term to the energy
function to avoid the problem of level set re-initialization. The LBF model is sensitive to the initial contour because
it does not contain any global information about the image. In the literature [16], Li et al. proposed a local intensity
clustering (LIC) model to complete the bias field correction by introducing a bias field into the segmentation model
and then improving the dependence on the initial contour of the proposed model. For the image with different degrees
of gray heterogeneity and noise, the LIC model can produce obvious deficiencies. In the literature [11], Gao et al.
introduced a locally modified CV model to handle images with uneven intensity. However, this model is not robust
for images with severe intensity inhomogeneity or noise. Zhang et al.[48] proposed a novel level set method to model
inhomogeneous objects as Gaussian distributions with different means and variances, and used sliding windows to
map the original image to another domain, which is used in image segmentation with uneven intensity. Although
this approach has produced impressive results, it has the disadvantage of utilizing restricted local information, which
might weaken the anti-noise ability. Duan et al. [8] introduced an L0 gradient regularizer to model the true intensity
and a smooth regularizer to model the bias field. Although the model performed well for images with uneven intensity
and can obtain intensity-corrected (uniform) images, some details may be lost due to the logarithmic transformation.
Ali et al. [1] proposed a variation-based model from multiplicative and difference images to handle intensity inhomo-
geneity, which turned out to outperform the CV model and its many variants. Subudhi et al. [34] proposed a fuzzy
set based on Gibbs Markov random field to model the spatial background information of magnetic resonance imaging
and combined it with the principle of maximum posterior probability estimation to segment images with uneven illu-
mination. The model used the fuzzy set theory framework to solve the problem of bias field effects in MRI images.
Memon et al. [27] proposed a region-based hybrid active contour model, where the weight function can obtain smooth
contour boundaries at different intensity levels and suppress the evolution of false contours and regularize the target
boundaries. However, these local region-based active contour models (ACMs) were sensitive to the initial position,
and an improper initial curve led to poor segmentation results.

Different from the above-mentioned model which either assumes that the image is decomposed as the product of
the smooth image and the piecewise constant image[20, 28, 34, 48] or assumes that the image is the sum of the smooth
image and the piecewise constant image[8, 13, 25, 41, 50], this paper proposes a new hybrid model by coupling with
some advantages between the multiplicative bias field correction and the additive bias field correction for segmenting
the intensity inhomogeneous images. Since these bias fields are assumed to be smooth, we use the Sobolev space
W1,2 to describe them. In addition, we add a constraint for the multiplicative bias field to make it slowly change
within a certain range. Since our proposed model can be transformed into a non-smooth optimization, the alternating
direction method can be then used to solve it and some good mathematical properties of the algorithm and model are
effectively maintained. Extensive experiments on natural images and medical images from some benchmark datasets
show that the proposed segmentation model outperforms several state-of-the-art methods in terms of robustness to the
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segmentation accuracy.
The framework of this paper is as follows: Section 2 mainly introduces the multiplicative bias field model and

the additive bias field model, which are closely related to the motivation of our proposed model. Section 3 gives our
proposed hybrid bias field correction model and an efficient numerical algorithm is proposed to solve the proposed
model. Moreover, we show the existence and convergence analysis of the solution. To show the robustness of our
proposed model compared with several state-of-the-art methods, Section 4 presents some numerical comparisons for
dealing with the natural images and the medical images. Finally, conclusions of this work are drawn in Section 5.

Notations

Throughout this paper, let Ω ⊂ R2 be an open and bounded image domain, and I : Ω → R be an observed
grayscale image to be segmented. Let C be the edge set in Ω. The purpose of segmentation is to divide the image
domain Ω into two disjoint parts {Ωi}2i=1, such that Ω = Ω1 ∪Ω2 ∪ C. i.e. Ω1 ∩Ω2 = ∅.

2. Related Works

In this section, several previous works closely related to our proposed framework are reviewed. To segment the
intensity inhomogeneous image, the main challenge is to remove the bias field and then require the processed image
to be piecewise constant. These methods can be summarized into two kinds as the multiplicative bias field methods
and the additive bias field methods.

2.1. Multiplicative bias field methods
The multiplicative bias field methods can be modeled by the Retinex theory [21, 42]. According to the basic idea

of the Retinex model, an image can be represented as the product of the illuminance component and reflection com-
ponent. More specifically, the illuminance component corresponds to the smooth image and the reflection component
corresponds to the piecewise constant image. Based on the Retinex theory, the intensity of inhomogeneous image I
can be modeled by

I = b̂J1 + n, (1)

where the illuminance component J1 represents the intrinsic physical characteristics of the observed image, n is the
zero-mean Gaussian noise. The reflection component b̂ denotes the bias field, i.e., uneven intensity. Li et al.[20]
proposed multiplicative intrinsic component optimization (MICO) model for bias field estimation and segmentation
of magnetic resonance (MR) images. This model considered the bias field b̂ and the true piecewise constant image
J1 as the multiplicative intrinsic components of an observed image. The expression for the two-phase segmentation
model is as follows

min
c1,c2,b̂,u∈[0,1]

λ

∫
Ω

(I − b̂c1)2u + (I − b̂c2)2(1 − u)dx +
∫
Ω

|∇u|dx, (2)

where λ is the constant parameter. The bias field b̂ is represented by a linear combination of a given set of smooth
basis functions g = (g1, · · · , gM)T . The estimation of the bias field is performed by finding the optimal coefficients
w = (w1, · · · ,wM)T in the linear combination b̂ = wT g =

∑M
k=1 wkgk. Here wi = (

∫
Ω

ggT adx)−1
∫
Ω

giIa dx for
a = c2

1u + c2
2(1 − u) and i = 1, 2 · · · ,M. The main thought of basis functions can be found in references [20, 29].

2.2. Additive bias field methods
Different from the multiplicative bias field methods, some researchers considered to decompose the intensity

inhomogeneous image into the sum of the piecewise constant component and the smooth component. To be specific,
the decomposition can be modeled by

I = J2 + b̃ + n, (3)

where J2 is a piecewise constant approximation of I, and b̃ : Ω → R as smooth function modeling inhomogeneous
intensities in the image domain Ω. The assumptions about the real image and bias field can be referred to the model
(3). Jung [13] proposed a piecewise-smooth image segmentation model (L1PS) by introducing L1 data-fidelity term.
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This model can effectively deal with the image with intensity inhomogeneity and noise. The L1PS model is a typical
model of the summation of the bias field and the piecewise constant. The expression for this model is as follows

min
c1,c2,b̃,u∈[0,1]

λ

∫
Ω

∣∣(I − c1 − b̃)u + (I − c2 − b̃)(1 − u)
∣∣ dx + α

∫
Ω

|∇b̃|2dx +
∫
Ω

|∇u|dx, (4)

where λ and α are constant parameters.

3. Main works

This section first gives our proposed model and also discusses the existence of the solution. Then we give an
efficient numerical method to solve the proposed model and analysis the convergence of the used algorithm.

3.1. Our proposed model
In general, the natural image and the medical image generally contain not only a multiplicative bias field but also

an additive bias field. In the following, we consider the hybrid bias field correction in terms of the multiplicative bias
field and additive bias field as

I = b1J + b2 + n, (5)

where b1 and b2 denote the multiplicative bias field and additive bias field respectively, J denotes the piecewise
constant image which needs to be segmented.

To expound this motivation of the decomposition (5), we choose a natural image as shown in the first row of
Figure 1 to be the testing image. The decomposition results based on different schemes are shown in the 2-4th rows.
In order to show the rationality of our proposed scheme, we select a row of pixels in the first column to plot the gray
distribution curve and plot them in the second column. It is obvious that our method tends to be more piecewise
constant. In addition, an image is composed of pixels with different gray levels, and the distribution of gray levels in
an image is an important feature of that image. The histogram of an image depicts the distribution of gray levels in
the image, which can visually show how much of the image is occupied by each gray level. Thus, we also plot the
histogram of the first column images. These histograms have two peaks which imply the two phase to be reasonable.
For a more detailed observation, the histogram based on our decomposition scheme has the largest class difference,
that is to say that the pixel values are mainly distributed around 25 and 255. These facts imply that our scheme is
more suitable for getting an efficient segmentation.

In order to propose our segmentation model, some assumptions of bias fields b1 and b2 are needed to be arranged.

(1) To the bias fields b1 and b2, we assume that they are slowly varying and smoothing and we set b1 ∈ W1,2(Ω)
and b2 ∈ W1,2(Ω). Furthermore, we also assume that b1 changes slowly around 1.

(2) The piecewise constant image J is assumed to be two parts as

J := J(x) =

{
c1, if x ∈ Ω1,

c2, if x ∈ Ω2.

Here Ω1 denotes the region of interest (ROI) and Ω2 denotes the outside region of ROI.

Definition 3.1. Assumed that u ∈ L1(Ω), the definition of total variation (TV) is defined by∫
Ω

|Du| := sup
{∫
Ω

udiv(ϕ)dx|ϕ ∈ C1
0(Ω;Rn), |ϕ| ≤ 1

}
.

Furthermore, the bounded variation (BV) space is defined by BV(Ω) :=
{

u ∈ L1(Ω)|
∫
Ω
|Du| < ∞

}
.

Lemma 3.1. Supposed that u j ∈ BV(Ω)( j = 1, . . .) and u j → u in L1
loc(Ω). Then∫

Ω

|Du| ≤ lim inf
j→∞

∫
Ω

|Du j|.
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Figure 1. Original image and multiplicative model correction results, additive model correction results, our correction results. Select the 185th row
of pixels of the image to display. For the second column, the horizontal coordinate is the horizontal coordinate of the pixel through which the red
line passes, and the vertical coordinate is the corresponding gray value. For the third column, the horizontal coordinate is the gray level and the
vertical coordinate is the frequency or number of pixels that occur at that gray level.

Remark 3.1. Based on Definition 3.1, we can deduce that piecewise constant or smooth images are usually assumed
in the BV(Ω) [19]. In addition, we can get

∫
Ω
|Du| =

∫
Ω
|∇u|dx if u is smooth. In this case, Lemma 3.1 is still satisfied

due to the lower semi-continuity of
∫
Ω
|∇u|dx.

Based on the above assumptions and Definition 3.1, we propose the following segmentation model

min
u,b1,b2,c1,c2

λ

∫
Ω

(I − b1c1 − b2)2u + (I − b1c2 − b2)2(1 − u)dx + α
∫
Ω

|∇b1|2dx + β
∫
Ω

|∇b2|2dx +
∫
Ω

|Du|,

s.t.
∫
Ω

(b1 − 1)2dx ≤ ε, u ∈ {0, 1},
(6)

where ε > 0 is the bias parameter, λ, α, β are the weight parameters, and the indicator function u is defined by

u := u(x) =

{
1, if x ∈ Ω1,

0, if x ∈ Ω2.
(7)

Remark 3.2. On the right side of the model (6), the first term is the data fitting term, which forces b1ci + b2 to be
close to the input image I for i=1,2, the second term and the third term are smooth term of bias field, which ask that
bias fields smoothly. The last term is the length term to regularize the contour. Our goal is to recover bi, ci, i = 1, 2.
from the observed image I and then obtain the segmentation result. In addition, the bias field b1 is usually assumed to
vary slowly around 1, so we use a constraint term to describe it.

To the model (6), it is hard to solve numerically due to the binary constraint u ∈ {0, 1}. To overcome this drawback,
one efficient method is to relax it into a convex set as u ∈ [0, 1]. To the inequality constraint, here we employ
the Lagrangian multiplier method. More specifically, we rewrite the model (6) into the following unconstrained
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optimization problem

min
u,b1,b2,c1,c2

E(u, b1, b2, c1, c2) :=λ
∫
Ω

(I − b1c1 − b2)2u + (I − b1c2 − b2)2(1 − u)dx + α
∫
Ω

|∇b1|2dx

+ β

∫
Ω

|∇b2|2dx +
∫
Ω

|∇u|dx + ν
∫
Ω

(b1 − 1)2dx + ΓD(u),
(8)

where ν > 0 is the Lagrangian multiplier and ΓD(u) is defined by

ΓD(u) =

{
0, if u ∈ D := [0, 1],
+∞, otherwise.

Now we consider the existence of the solution to the problem (8).

Theorem 3.1. Define an admissible set Λ = {(u, b1, b2, c1, c2)|u ∈ BV(Ω) and u ∈ D, b1, b2 ∈ W1,2(Ω), and 0 <
c1, c2 < P} for a constant P > 0. For fixed parameters λ, α, β, ν are positive, there exists a minimizer

(
u∗, b∗1, b

∗
2, c
∗
1, c
∗
2

)
of problem (8) in the admissible set Λ.

Proof. Since the objective function E(u, b1, b2, c1, c2) in (8) is positive and proper, its infimum is finite. Then there
exists a constant K > 0 such that

inf E(u, b1, b2, c1, c2) ≤ K. (9)

According to the definition of the lower bound, hence there exists a minimizing sequence
{(

uℓ, bℓ1, b
ℓ
2, c
ℓ
1, c
ℓ
2

)}
in Λ

such that
lim
ℓ→∞

E
(
uℓ, bℓ1, b

ℓ
2, c
ℓ
1, c
ℓ
2

)
= inf E(u, b1, b2, c1, c2). (10)

Furthermore, we have
∫
Ω

uℓdx ≤ |Ω| due to uℓ ∈ D. By the relative compactness of BV(Ω) in L1(Ω), there exits
u∗ ∈ BV(Ω), such that

uℓ −−−−→
L1(Ω)

u∗ and uℓ −−−−−−→
a.e. in Ω

u∗. (11)

By the weak lower continuous of the total variation, we have∫
Ω

|∇u∗|dx ≤ lim inf
ℓ→∞

∫
Ω

|∇uℓ |dx. (12)

Now we set (bℓi )Ω := 1
|Ω|

∫
Ω

bℓi dx for i = 1, 2. By the Poincaré inequality [9], it follows that there exist constants
C1,C2 > 0 such that

∥bℓi ∥L2(Ω) =
∥∥bℓi − (bℓi )Ω

∥∥
L2(Ω) ≤ C1

∥∥∇bℓi
∥∥

L2(Ω) ≤ C2. (13)

That is to say that the sequences {bℓi } and {∇bℓi } are bounded in the space W1,2(Ω). Thus, by the lower semi-continuity,
there exists b∗ such that ∫

Ω

|∇b∗i |2dx ≤ lim inf
ℓ→∞

∫
Ω

|∇bℓi |2dx, i = 1, 2. (14)

and ∫
Ω

(b∗1 − 1)2dx = lim inf
ℓ→∞

∫
Ω

(
bℓ1 − 1

)2
dx. (15)

To the sequence
{

cℓi
}

with i = 1, 2, it is bounded in Λ, there then exits a convergent subsequence such that cℓi → c∗i as
ℓ → ∞. According to uℓ → u∗, bℓi → b∗ and cℓi → c∗i , based on the Fatou’s lemma we get∫

Ω

lim inf
ℓ→∞

(
I − cℓ1bℓ1 − bℓ2

)2
uℓdx =

∫
Ω

(
I − c∗1b∗1 − b∗2

)2 u∗dx ≤ lim inf
ℓ→∞

∫
Ω

(
I − cℓ1bℓ1 − bℓ2

)2
uℓdx, (16)∫

Ω

lim inf
ℓ→∞

(
I − cℓ2bℓ1 − bℓ2

)2
uℓdx =

∫
Ω

(
I − c∗2b∗1 − b∗2

)2 u∗dx ≤ lim inf
ℓ→∞

∫
Ω

(
I − cℓ2bℓ1 − bℓ2

)2
uℓdx. (17)

Combining inequalities (12), (14), (15), (16) and (17), we obtain the following inequality

E
(
u∗, b∗1, b

∗
2, c
∗
1, c
∗
2

)
≤ lim inf

ℓ→∞
E
(
uℓ, bℓ1, b

ℓ
2, c
ℓ
1, c
ℓ
2

)
= inf E(u, b1, b2, c1, c2), (18)

which proves that (u∗, b∗1, b
∗
2, c
∗
1, c
∗
2) is a solution of the problem (8).
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3.2. Numerical algorithm
The model (8) is a non-smooth optimization problem due to the term

∫
Ω
|∇u|dx. The main challenge of the

numerical method is how to overcome the non-smoothness. To this end, we first apply the alternating minimization
method decouple ci, bi with u and then have the following alternating direction scheme

(c1, c2, b1, b2) = argmin
c1,c2,b1,b2

λ

∫
Ω

(I − b1c1 − b2)2u + (I − b1c2 − b2)2(1 − u)dx

+α

∫
Ω

|∇b1|2dx + β
∫
Ω

|∇b2|2dx + ν
∫
Ω

(b1 − 1)2dx, (19a)

u = argmin
u
λ

∫
Ω

Sudx +
∫
Ω

|∇u|dx + ΓD(u), (19b)

where S = (I − b1c1 − b2)2 − (I − b1c2 − b2)2.
In the following, we consider how to solve the subproblems (19a) and (19b).

3.2.1. The subproblem (19a)
To the subproblem (c1, c2, b1, b2), it is non-convex but smooth. To decouple b1 and b2 from its optimization

condition, we introduce two auxiliary variables and then transform them into the equivalent optimization problem as min
c1,c2,b1,b2

λ

∫
Ω

p2
1u + p2

2(1 − u)dx + α
∫
Ω

|∇b1|2dx + β
∫
Ω

|∇b2|2dx + ν
∫
Ω

(b1 − 1)2dx,

s.t. p1 = I − b1c1 − b2, p2 = I − b1c2 − b2.
(20)

Based on the augmented Lagrange method, we have the following saddle point problem

min
c1,c2,b1,b2,p1,p2

max
ξ1,ξ2
L(c1, c2, b1, b2, p1, p2; ξ1, ξ2) = λ

∫
Ω

p2
1u + p2

2(1 − u)dx

+ α

∫
Ω

|∇b1|2dx + β
∫
Ω

|∇b2|2dx + ν
∫
Ω

(b1 − 1)2dx

−
∫
Ω

ξ1(p1 − (I − b1c1 − b2))dx +
r
2

∫
Ω

(p1 − (I − b1c1 − b2))2dx

−
∫
Ω

ξ2(p2 − (I − b1c2 − b2))dx +
r
2

∫
Ω

(p2 − (I − b1c2 − b2))2dx,

where L(c1, c2, b1, b2, p1, p2; ξ1, ξ2) is the augmented Lagrangian function, ξ1 and ξ2 are the Lagrange multipliers that
can be seen as the dual variables, r represents the penalty parameter. With the help of the alternating direction method
of multipliers (ADMM) [22, 31, 37], we can solve the above problem with the Gaussian-Seidel iteration scheme

ck+1
1 = argmin

c1

L
(
c1, ck

2, b
k
1, b

k
2, p

k
1, p

k
2; ξk1, ξ

k
2

)
, (21a)

ck+1
2 = argmin

c2

L
(
ck+1

1 , c2, bk
1, b

k
2, p

k
1, p

k
2; ξk1, ξ

k
2

)
, (21b)

bk+1
1 = argmin

b1

L
(
ck+1

1 , c
k+1
2 , b1, bk

2, p
k
1, p

k
2; ξk1, ξ

k
2

)
, (21c)

bk+1
2 = argmin

b2

L
(
ck+1

1 , c
k+1
2 , b

k+1
1 , b2, pk

1, p
k
2; ξk1, ξ

k
2

)
, (21d)

pk+1
1 = argmin

p1

L
(
ck+1

1 , c
k+1
2 , b

k+1
1 , b

k+1
2 , p1, pk

2; ξk1, ξ
k
2

)
, (21e)

pk+1
2 = argmin

p2

L
(
ck+1

1 , c
k+1
2 , b

k+1
1 , b

k+1
2 , p

k+1
1 , p2; ξk1, ξ

k
2

)
, (21f)

ξk+1
1 = ξk1 − r

(
pk+1

1 −
(
I − bk+1

1 ck+1
1 − bk+1

2

))
, (21g)

ξk+1
2 = ξk2 − r

(
pk+1

2 −
(
I − bk+1

1 ck+1
2 − bk+1

2

))
. (21h)
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• The subproblems (21a) and (21b). These subproblems can be written as

ck+1
i ∈ arg min

ci

∫
Ω

(
pk

i −
(
I − bk

1ci − bk
2

)
− ξ

k
i

r

)2

dx, (22)

for i = 1, 2. This problem is smooth and the optimal solution can be obtained by

ck+1
i =

∫
Ω

bk
1

(
I − bk

2 − pk
i +
ξki
r

)
dx∫

Ω

(
bk

1

)2
dx

. (23)

• The subproblems (21c) and (21d). These subproblems can be rewritten as

min
b1
α

∫
Ω

|∇b1|2dx +
r
2

∫
Ω

(
pk

1 −
(
I − b1ck+1

1 − bk
2

)
− ξ

k
1

r

)2

dx

+ ν

∫
Ω

(b1 − 1)2dx +
r
2

∫
Ω

(
pk

2 −
(
I − b1ck+1

2 − bk
2

)
− ξ

k
2

r

)2

dx,

where ν is a constant parameter. This problem is smooth and convex and then the optimization condition can be
written as(
−2α∆ +

(
2ν + r

(
ck+1

1

)2
+ r

(
ck+1

2

)2
)
I
)

bk+1
1 = rck+1

1

(
I − pk

1 − bk
2 +
ξk1
r

)
+ rck+1

2

(
I − pk

2 − bk
2 +
ξk2
r

)
+ 2νI,

where I is the identity operator. This equation is the linear equation, which numerical method depends on the
structure of the left matrix operator. This matrix is positive definite and then the conjugate gradient method can
be used to solve it. However, we here assume that the discretization of the gradient operator in the numerical
implementations uses the periodic boundary condition, so the fast Fourier transform can be solved efficiently.
More specifically, the solution of the equation of this equation can be obtained by

bk+1
1 = F −1

 rck+1
1 F

(
I − pk

1 − bk
2 +

ξk1
r

)
+ rck+1

2 F
(

I − pk
2 − bk

2 +
ξk2
r

)
+ 2νF (I)(

2ν + r(ck+1
1 )2 + r(ck+1

2 )2
)
F (I) − 2αF (∆)

 , (24)

where F is the Fourier transform and F −1 denotes as inverse Fourier transform.

Similarly, the solution of the problem (21c) can be got by

bk+1
2 = F −1

 rF
(

I − pk
1 − bk+1

1 ck+1
1 +

ξk1
r

)
+ rF

(
I − pk

2 − bk+1
1 ck+1

2 +
ξk2
r

)
2rF (I) − 2βF (∆)

 . (25)

• The subproblems (21e) and (21f). The optimization problem with respect to variable pi, i = 1, 2. is expressed as
pk+1

1 = argmin
p1

λ

∫
Ω

p2
1ukdx +

r
2

∫
Ω

(
p1 −

(
I − bk+1

1 ck+1
1 − bk+1

2

)
− ξ

k
1

r

)2

dx,

pk+1
2 = argmin

p2

λ

∫
Ω

p2
2

(
1 − uk) dx +

r
2

∫
Ω

(
p2 −

(
I − bk+1

1 ck+1
2 − bk+1

2

)
− ξ

k
2

r

)2

dx.

This optimization problem is smooth and then the solution can be obtained bypk+1
1 =

r(I−bk+1
1 ck+1

1 −bk+1
2 )+ξk1

2λuk+r ,

pk+1
2 =

r(I−bk+1
1 ck+1

2 −bk+1
2 )+ξk2

2λ(1−uk)+r .
(26)

8
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3.2.2. The subproblem (19b)
Now we consider to solve the non-smooth and convex subproblem (19b). The main challenge is how efficiently

to overcome the non-smooth of the proposed numerical method. To this end, we employ the ADMM by breaking
the problem (19b) into smaller problems and hence making them easier to be handled [4, 43, 45]. That is to say, by
introducing the auxiliary variable q = ∇u, the corresponding optimization problem can be written asmin

u
λ

∫
Ω

Sudx +
∫
Ω

|q|dx + ΓD(u),

s.t. q = ∇u.
(27)

With the help of the augmented Lagrangian method, we have the following saddle point problem

min
u,q

max
ξ3
Lτ(u,q; ξ3) = λ

∫
Ω

Sudx +
∫
Ω

|q|dx −
∫
Ω

ξT
3 (q − ∇u)dx +

τ

2

∫
Ω

(q − ∇u)2dx + ΓD(u),

where ξ3 is the Lagrange multiplier, τ represents the penalty parameter. Under the framework of the ADMM, we can
alternatively solve the optimization variable uk+1, the auxiliary variable qk+1 and the Lagrangian multiplier ξk+1

3 as
follows 

uk+1 = argmin
u
Lτ(u,qk; ξk

3), (28a)

qk+1 = argmin
q

Lτ(uk+1,q; ξk
3), (28b)

ξk+1
3 = ξk

3 − τ(qk+1 − ∇uk+1). (28c)

In the following, we consider the details to solve the subproblems (28a)-(28b)

• To the subproblem (28a), it can be rewritten as

uk+1 = argmin
u∈[0,1]

λ

∫
Ω

Sudx −
∫
Ω

ξk
3(qk − ∇u)dx +

τ

2

∫
Ω

(qk − ∇u)2dx + ΓD(u), (29)

which is convex and smooth. Then the optimal solution uk+1 satisfy the following optimal equation

τ∆uk+1 = λS + τdiv
(

qk − ξ
k
3

τ

)
+ ∂ΓD(u), uk+1 ∈ [0, 1]. (30)

To above linear equation, we solve it by using the Gauss-Seidel method with centered and backward differences
for Laplace and divergence operators. Thus, we have

uk+1
i, j =

1
4

[(
uk+1

i+1, j + uk+1
i−1, j + uk+1

i, j+1 + uk+1
i, j−1

)
− λS
τ
+ ζi, j

]
,

where

ζi, j = qk
i, j + qk

i−1, j + qk
i, j + qk

i, j−1 −
1
τ

(
[ξk

3]i, j + [ξk
3]i−1, j +

[
ξk

3

]
i, j +

[
ξk

3

]
i, j−1

)
.

Taking the constraint by projecting uk+1 into [0, 1], we have

uk+1
i, j = min

{
max

{
uk+1

i, j , 0
}
, 1
}
. (31)

• To the subproblem (28b), we can rewritten as

qk+1 = argmin
q

∫
Ω

|q|dx −
∫
Ω

(
ξk

3

)T
(q − ∇uk+1)dx +

τ

2

∫
Ω

(q − ∇uk+1)2dx.

This problem is the classical L1 − L2 problem and then we can get the closed-form solution as

qk+1 = shrinkage
(
∇uk+1 +

ξk
3

τ
,

1
τ

)
. (32)

9
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Algorithm 1 The algorithm of the hybrid bias field correction image segmentation model (8).
1: Input: Input image I, parameters λ, penalty parameters r, τ, ν, bias parameters α, β, maximum iteration Kmax and

stopping threshold ϵ.
2: Initialize: Setting the initial values u0 = b0

2 = p0
i = c0

i = q0 = 0, i = 1, 2. b0
1 = I, the parameters λ, α, β > 0, let

k = 1 and start k-th iteration. Let k = k + 1 return to the k + 1 iteration till converge.
3: while (not converged and k ≤ Kmax) do
4: Compute ck+1

i , i = 1, 2. from Eq.(23) by fixing other variables;
5: Compute bk+1

i , i = 1, 2. from Eq.(24) and Eq.(25) by fixing other variables;
6: Compute pk+1

i , i = 1, 2. from Eq.(26) by fixing other variables;
7: Update ξk+1

1 , ξk+1
2 from Eq.(28c) and Eq.(21g);

8: Compute Sk+1 by Sk+1 = (I − bk+1
1 ck+1

1 − bk+1
2 )2 − (I − bk+1

1 ck+1
2 − bk+1

2 )2;
9: while (∥uk+1 − uk∥1/∥uk∥1 ≤ ϵ) do

10: Compute uk+1 from Eq. (31) by fixing other variables;
11: Compute qk+1 from Eq. (32) by fixing other variables;
12: Update ξk+1

3 from Eq. (21h);
13: end while
14: end while
15: output: Segmentation result u = uk+1.

More specifically, the algorithm to solve the model (8) is summarized as follows.

Remark 3.3. To Algorithm 1, it includes two inner iterations as (21a)-(21h) and (28a)-(28c). To the iteration (21a)-
(21h), it is used to solve the nonconvex optimization problem (19a). We do not expect to get the optimization. However,
the iteration (28a)-(28c) is of using the ADMM [3, 10] to solve the convex optimization problem. So the convergence
can be kept.

3.3. Partial Convergence Analysis
The convergence of ADMM for non-convex composite problems has been proved in reference [44]. Here, we

discuss the partial convergence analysis of Algorithm 1 for image segmentation problem.

Theorem 3.2. Assume that uk+1 − uk → 0, ξk+1
1 − ξk1 → 0, ξk+1

2 − ξk2 → 0 and ξk+1
3 − ξk

3 → 0 as k → ∞ in
Algorithm 1, the sequence

{
Ak = (ck

i , b
k
i , p

k
i , u

k,qk, ξk1, ξ
k
2, ξ

k
3)
}

(i=1,2) generated by the Algorithm 1 converges to a limit
point A∗ = (c∗i , b

∗
i , p
∗
i , u
∗,q∗, ξ∗1, ξ∗2, ξ∗3)(i=1,2), then this limit point A∗ is a Karush-Kuhn-Tucker (KKT) point of problem

(20) and (27), i.e.,

∫
Ω

b∗1ξ
∗
i dx = 0,∑2

i=1 c∗i ξ
∗
i + 2νI + 2(α∆ − ν)b∗1 = 0,∑2

i=1 ξ
∗
i + 2β∆b∗2 = 0,

ξ∗1 − 2λu∗p∗1 = 0,
ξ∗2 − 2λ(1 − u∗)p∗2 = 0.

and


λ[(p∗1)2 − (p∗2)2] − divξ∗3 + ∂ΓD(u) = 0,
p∗i = I − b∗1c∗i − b∗2,
∂|q∗| − ξ∗3 = 0,
q∗ = ∇u∗.

(33)

for i = 1, 2.

Proof. The proof uses the same ideas as one of Theorems in [13], which is given in the appendix.

4. Experimental

4.1. Experiment Introduction
To verify the feasibility and effectiveness of our proposed model, we conduct experiments to segment both natural

images and medical images. The medical images contain two different datasets, one is a publicly available online brain
glioma dataset and the other is a real MRI lesion segmentation dataset from a hospital. Throughout this section, we

10
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also conduct comparative experiments with several models such as ICTM [39], CVE [49], WBHMS [45], LIC [16],
L1PS [13], AWCA[30], DEMCV [47]. We denote our model by OURS. In this paper, we discuss the experimental
results and segmentation metrics of our proposed method and the comparison method, as well as the running time. All
inputting images are rescaled to be in the range [0,1]. Figure 2–4 show the segmentation results and analysis of nature
images. Figure 5 is the energy function diagram. Figure 6–7 show the medical image segmentation results. Table 1–4
show the index values of the natural image and medical image segmentation results. All experiments are performed
using MATLAB(R2021a) on a windows(10)(64bit) desktop computer with an Intel Core i7 3.20 GHz processor and
16.0GB of RAM.

4.2. Parameter Rules

Here we discuss the choices of the parameters used in our proposed model and the models of the comparative
experiment. Throughout all experiments, we set the maximum number of iterations as Kmax = 300 and the termination
condition error is ϵ = 10−4. The variables involved in our method are the data fidelity parameter λ, the weights α and
β of the bias field, the weight parameter ν, and the penalty parameters r and τ.

There are many parameters used in the proposed model. The main adjustment parameters are λ, α and β. Then,
fine-tune the other parameters. Due to the differences between natural images and medical images, the ranges of
parameters are different. So, we next discuss the parameter selection ranges separately. By the trial-and-error method
to obtain ideal results, for natural images, here we fix the parameter r = 1 and set the range of λ, α and β are
λ ∈ [10, 70], α ∈ [102, 104], β ∈ [102, 104], the range of other parameters are τ ∈ [1, 10] and ν ∈ [0.01, 10],
respectively. Firstly, we adjust the parameter the data fidelity parameter λ, then adjust the parameter weights α and β
of the bias fields, and finally adjust the penalty parameters ν and τ. We note that the magnitude of the smooth term
parameters is strongly correlated with the strength of the grayscale inhomogeneity in a given image. Then, we discuss
the influence of the smooth parameters α and β on the segmentation results in Figure 4. For glioma images, we fix
the parameters r = 0.05, τ = 0.02 and ν = 0.1, the range of other parameters are λ ∈ [20, 49], α ∈ [50, 300] and
β ∈ [100, 400], respectively. For the real MRI lesion dataset, getting accurate segmentation is very challenging due to
the very low contrast of the images and the blurred boundaries of the lesion areas. Therefore, the selection range of
parameters is different from the previous data. We set λ ∈ [10, 80], α ∈ [103, 104] and β ∈ [5 × 103, 104], the other
parameters are r ∈ [0.1, 2], τ ∈ [0.001, 0.1] and ν ∈ [0.1, 2].

Next, we consider the range of parameters involved in the comparative models. We refer to the corresponding
literature and then adjust the parameters to obtain ideal results. The related details are summarized as follows.

1) WBHMS [45]: The WBHMS model is a weighted bounded hessian variational model. Here we set the data
fidelity parameter λ ∈ [0.4, 20], the penalty parameters r1 ∈ [0.3, 20], r2 ∈ [0.1, 8] and r3 ∈ [0.005, 2], the value
ranges of piecewise constants c1 ∈ [0.01, 0.45] and c2 ∈ [0.51, 0.90].

2) ICTM [39]: The ICTM model is an efficient iterative thresholding method, the parameters are the data fidelity
parameter λ ∈ [0.02, 0.083] and the time step δ ∈ [0, 0.1].

3) LIC [16]: The LIC model is a local intensity clustering model. Here we set the data fidelity parameter λ = 1, the
length parameter ν = 0.001 ∗ 255 ∗ 255, the Gaussian kernel parameter σ ∈ [15, 40], the level set regularization
parameter µ = 1, the constant parameter in the Heaviside-Dirac function ε = 1 and the time step δ = 0.1.

4) L1PS [13]: To the L1PS model, the data fidelity term parameter λ ∈ [1, 103], the length term parameter ν = 1,
the smooth term parameter α ∈ {2.5 ∗ 105, 5 ∗ 105}, the penalty parameters r1 = {10, 50} and r2 = λ.

5) CVE [49]: The CVE model is an Eulers elastica model based on Chan-Vese’s segmentation model. The pa-
rameters a = 0.001, b ∈ [0.5, 6], the regularization parameter η ∈ [0.5, 6], the penalty parameters r1 = 1,
r2 ∈ [0.5, 6], r3 ∈ [0.1, 0.5] and r4 ∈ [0.8, 2].

6) AWCA [30]: The AWCA model is an adaptive weighted curvature-based active contour model. The parameters
λ ∈ [130, 140], r ∈ [1, 2], τ ∈ [0.002, 0.006].

7) DEMCV [47]: The DEMCV model is a dual expectation-maximization (EM) algorithm for total variation
(TV) regularized Gaussian mixture model. The smooth parameter δ ∈ [1, 1000], the regularization parameter
γ ∈ [10, 40].

11
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4.3. Evaluation Indicators
In the numerical experiment part, we use four metrics, namely Jaccard Similarity, Accuracy, F1-Score, κ-coefficient

[45] to objectively evaluate the segmentation results. The closer the values of these indicators are to 1, the closer the
experimental results are to the ground truth. Next, we discuss the influence of different images and parameters in the
experiments on the results.

1) Jaccard Similarity (JS) coefficient is used to measure the similarity and difference between the segmentation
result S 1 and the ground truth S 2. JS is defined as:

JS =
|S 1 ∩ S 2|
|S 1 ∪ S 2|

.

where | · | represents the number of pixels in the image area.

2) Pixel accuracy is a common evaluation index to evaluate the segmentation result. It is used to calculate the
percentage of pixels correctly classified in the segmentation results of the model. Accuracy is defined as:

Accuracy =
TP + TN

TP + TN + FP + FN
.

where TP represents the number of real samples, TN represents the number of true negative samples, FP rep-
resents the number of false positive samples, FN represents the number of false negative samples.

3) In the two-phase segmentation problem, F1-score is a measure of the accuracy of segmentation results. This
measure integrates the accuracy and recall of model segmentation results, and is a harmonic average of these
two evaluation indexes. F1-score (F1) is defined as:

F1 =
2 ∗ PR
P + R

, with P =
TP

TP + FP
, R =

TP
TP + FN

.

4) κ-coefficient is an index to measure classification accuracy based on confusion matrix and is defined as

κ =
ACC − Pc

1 − Pc
, with Pc =

(TP + FN)(TP + FP) + (FP + TN)(FN + TN)
(TP + TN + FP + FN)2 .

4.4. Natural Images
Here we evaluate our proposed method quantitatively and compare it with the after-mentioned models, where the

testing images as shown in Figure 2. These datasets are downloaded from the website 1, and we number the selected
images and select the same initial contours for experiments. The quantitative results by using the chosen indicators
are shown in Table 1. It is obvious that our method is superior not only in the mean but also in the standard deviation
compared with other models. These imply the robustness and the stability of our proposed model.

In image segmentation models, it is well known that the accuracy and the effectiveness also depend on the selection
of initial contour. To this end, we randomly choose two testing images from Figure 2 to compare these effects for
different models. From left to right, they are #11-c1, #11-c2, #11-c3, #12-c1, #12-c2 and #12-c3. From top to bottom,
the initial contours and the experimental results of each method are shown in order. To fairness, we choose three
original contours to be outside, intersecting and inside the segmentation target. The relevant evaluation indicators
are listed in Table 2. It is easy to observe that our proposed model outperforms other models in most cases from
these indexes. Especially, Our proposed model has optimal mean and standard deviation, these imply the robustness
and stability of our proposed model. From a visual point of view, our proposed model can efficiently segment image
details such as the wings and tail of the ‘fish’ and the target on the board as shown in Figure 3.

In our proposed model, the smoothing of the bias fields b1 and b2 depends on the choice of the parameters α and
β. We note that the magnitude of the smooth term parameters are strongly correlated with the strength of the gray
scale inhomogeneity in a given image. Here we consider the effect of parameters by choosing Figure 2#3 as the testing
image. From the plot of the evaluation indexes, we choose the range of the parameters are (α, β) ∈ [40, 800]×[40, 800]
to observe the influence of the parameters α and β. It is obvious that both α and β affect the segmentation results. As

12
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Figure 2. Evaluation and comparison on natural images downloaded from the Weizmann segmentation datasets.

Criterions JS Accuracy
Images WBHMS ICTM LIC L1PS CVE AWCA DEMCV OURS WBHMS ICTM LIC L1PS CVE AWCA DEMCV OURS

#1 0.9545 0.9538 0.9829 0.9818 0.9814 0.9839 0.9837 0.9831 0.9938 0.9937 0.9978 0.9976 0.9976 0.9979 0.9979 0.9978
#2 0.8398 0.8356 0.8522 0.8450 0.8602 0.8381 0.8368 0.8612 0.9778 0.9773 0.9795 0.9785 0.9798 0.9776 0.9774 0.9806
#3 0.9131 0.6844 0.9089 0.8803 0.8888 0.9160 0.7314 0.9185 0.9782 0.8935 0.9771 0.9690 0.9723 0.9791 0.9149 0.9797
#4 0.9929 0.9936 0.9945 0.9946 0.9902 0.9943 0.9824 0.9946 0.9980 0.9982 0.9984 0.9985 0.9972 0.9984 0.9950 0.9985
#5 0.9718 0.9735 0.9686 0.9734 0.9690 0.9704 0.9680 0.9751 0.9922 0.9927 0.9913 0.9927 0.9914 0.9919 0.9912 0.9931
#6 0.9098 0.9157 0.9125 0.9244 0.9132 0.9104 0.7821 0.9304 0.9556 0.9585 0.9572 0.9628 0.9563 0.9561 0.8924 0.9659
#7 0.9645 0.9643 0.9667 0.9675 0.9799 0.9914 0.9787 0.9717 0.9931 0.9930 0.9935 0.9936 0.9961 0.9931 0.9958 0.9945
#8 0.7541 0.6907 0.7720 0.7443 0.7417 0.7122 0.4764 0.8737 0.9696 0.9617 0.9717 0.9683 0.9671 0.9643 0.8681 0.9839
#9 0.9254 0.7776 0.8985 0.9251 0.9153 0.9085 0.9799 0.9574 0.9865 0.9515 0.9819 0.9866 0.9846 0.9834 0.9832 0.9924
#10 0.8867 0.7110 0.4094 0.9073 0.8821 0.6400 0.9025 0.9433 0.9723 0.9298 0.7132 0.9775 0.9711 0.9126 0.9182 0.9862

Mean 0.9113 0.8500 0.8666 0.9132 0.9122 0.8865 0.8622 0.9409 0.9817 0.9650 0.9562 0.9825 0.9814 0.9754 0.9534 0.9873
Std 0.0676 0.1190 0.1654 0.0762 0.0721 0.1160 0.1557 0.0431 0.0127 0.0097 0.0819 0.0124 0.0137 0.0248 0.0470 0.0096

Criterions F1-score κ

Images WBHMS ICTM LIC L1PS CVE AWCA DEMCV OURS WBHMS ICTM LIC L1PS CVE AWCA DEMCV OURS
#1 0.9767 0.9764 0.9914 0.9908 0.9906 0.9919 0.9918 0.9915 0.9732 0.9727 0.9901 0.9895 0.9892 0.9907 0.9905 0.9902
#2 0.9129 0.9104 0.9202 0.9160 0.9248 0.9119 0.9111 0.9254 0.9003 0.8975 0.9085 0.9037 0.9132 0.8992 0.8983 0.9143
#3 0.9546 0.8126 0.9523 0.9363 0.9411 0.9562 0.8449 0.9575 0.9402 0.7399 0.9372 0.9159 0.9231 0.9424 0.7870 0.9442
#4 0.9964 0.9968 0.9973 0.9973 0.9951 0.9972 0.9911 0.9973 0.9950 0.9955 0.9962 0.9962 0.9931 0.9960 0.9871 0.9962
#5 0.9857 0.9866 0.9840 0.9865 0.9843 0.9850 0.9838 0.9875 0.9803 0.9815 0.9781 0.9815 0.9784 0.9794 0.9777 0.9828
#6 0.9528 0.9560 0.9542 0.9607 0.9546 0.9531 0.8777 0.9639 0.9110 0.9169 0.9141 0.9255 0.9124 0.9120 0.7834 0.9316
#7 0.9820 0.9518 0.9831 0.9835 0.9899 0.9957 0.9892 0.9857 0.9777 0.9775 0.9791 0.9795 0.9874 0.9776 0.9866 0.9822
#8 0.8598 0.8171 0.8713 0.8534 0.8517 0.8319 0.6453 0.9326 0.8431 0.7965 0.8557 0.8360 0.8334 0.8125 0.5754 0.9235
#9 0.9613 0.8749 0.9466 0.9611 0.9558 0.9520 0.9898 0.9782 0.9531 0.8451 0.9357 0.9530 0.9465 0.9420 0.9412 0.9736
#10 0.9399 0.8311 0.5810 0.9514 0.9373 0.7805 0.9488 0.9708 0.9220 0.7884 0.3898 0.9368 0.9187 0.7292 0.7490 0.9618

Mean 0.9522 0.9114 0.9181 0.9537 0.9525 0.9355 0.9174 0.9690 0.9396 0.8912 0.8885 0.9418 0.9395 0.9181 0.8676 0.9600
Std 0.0386 0.0687 0.1180 0.0414 0.0412 0.0703 0.1038 0.0232 0.0441 0.0885 0.1713 0.0469 0.0475 0.0819 0.1323 0.0281

Table 1. The index values of the segmentation results of our model and the comparison models in natural images.

Criterions JS Accuracy
Images WBHMS ICTM LIC L1PS CVE AWCA DEMCV OURS WBHMS ICTM LIC L1PS CVE AWCA DEMCV OURS
#11-c1 0.8110 0.7723 0.8633 0.8979 0.8465 0.7730 0.2940 0.9103 0.9670 0.9602 0.9761 0.9821 0.9729 0.9603 0.5830 0.9843
#11-c2 0.8095 0.7880 0.8652 0.9028 0.8326 0.7707 0.2948 0.9095 0.9667 0.9629 0.9764 0.9830 0.9707 0.9599 0.5863 0.9841
#11-c3 0.8112 0.7593 0.8669 0.9192 0.8407 0.7694 0.2937 0.9078 0.9670 0.9579 0.9767 0.9859 0.9721 0.9597 0.5821 0.9839
#12-c1 0.9438 0.9314 0.9531 0.9497 0.9583 0.9381 0.8610 0.9734 0.9924 0.9906 0.9936 0.9909 0.9944 0.9914 0.9790 0.9964
#12-c2 0.9278 0.9314 0.9694 0.9672 0.9575 0.9404 0.8712 0.9512 0.9902 0.9906 0.9959 0.9956 0.9942 0.9917 0.9806 0.9934
#12-c3 0.9251 0.9294 0.9650 0.9519 0.9575 0.9424 0.8690 0.9479 0.9899 0.9903 0.9953 0.9934 0.9947 0.9920 0.9803 0.9930
Mean 0.8714 0.8520 0.9138 0.9315 0.8989 0.8557 0.5806 0.9334 0.9789 0.9754 0.9857 0.9885 0.9832 0.9758 0.7819 0.9892
Std 0.0611 0.0792 0.0489 0.0262 0.0591 0.0846 0.2865 0.0255 0.0120 0.0152 0.0093 0.0051 0.0113 0.0159 0.1981 0.0052

Criterions F1-score κ

Images WBHMS ICTM LIC L1PS CVE AWCA DEMCV OURS WBHMS ICTM LIC L1PS CVE AWCA DEMCV OURS
#11-c1 0.8957 0.8715 0.9266 0.9462 0.9168 0.8720 0.4543 0.9530 0.8763 0.8484 0.9124 0.9356 0.9008 0.8489 0.2530 0.9436
#11-c2 0.8947 0.8814 0.9277 0.9489 0.9086 0.8705 0.4554 0.9526 0.8752 0.8598 0.9138 0.9387 0.8914 0.8473 0.2548 0.9431
#11-c3 0.8958 0.8632 0.9287 0.9579 0.9135 0.8697 0.4540 0.9517 0.8761 0.8389 0.9149 0.9494 0.8970 0.8463 0.2523 0.9420
#12-c1 0.9711 0.9634 0.9760 0.9806 0.9754 0.9681 0.9248 0.9865 0.9667 0.9578 0.9723 0.9803 0.9787 0.9631 0.9126 0.9845
#12-c2 0.9625 0.9634 0.9845 0.9808 0.9783 0.9693 0.9311 0.9750 0.9569 0.9578 0.9821 0.9769 0.9750 0.9645 0.9199 0.9712
#12-c3 0.9611 0.9634 0.9822 0.9753 0.9789 0.9704 0.9299 0.9732 0.9553 0.9578 0.9795 0.9715 0.9750 0.9657 0.9185 0.9692
Mean 0.9302 0.9177 0.9543 0.9650 0.9453 0.9200 0.6916 0.9653 0.9178 0.9034 0.9458 0.9587 0.9363 0.9060 0.5852 0.9589
Std 0.0349 0.0460 0.0267 0.0145 0.0324 0.0493 0.2370 0.0136 0.0420 0.0547 0.0323 0.0182 0.0400 0.0585 0.3318 0.0167

Table 2. The index values of the segmentation results of our model and the comparison models for different initial contours.

the parameters α and β become larger, the segmentation index also increases. When the gray level inhomogeneity of
the image is relatively large, we choose a large value of β, and then adjust the parameter α.

To check the convergence of the proposed algorithm, we plot the curve of the energy functional E(u, b1, b2, c1, c2)
defined in (8) against the iteration for segmenting two testing images #4 and #7 in Figure 2. It is easy to observe
that E(u, b1, b2, c1, c2) shows a decreasing trend based on Figure 5 and then this fact implies the convergence of the
proposed algorithm.

1https://www.wisdom.weizmann.ac.il/∼vision.
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Figure 3. Segmentation results of our and comparative models in natural images #11,#12 are shown.

4.5. Medical Images

Medical image segmentation aims to make anatomical or pathological structures changes in more clear in images,
it often plays a key role in computer-aided diagnosis and smart medicine due to the great improvement in diagnostic
efficiency and accuracy. However, the intensity inhomogeneity and noises often occur in real medical images, which
present a large degree of challenge to image segmentation.

Glioma in humans has a great impact on the health of the human body [26]. It is difficult to segment Glioma and
its internal structure because the Glioma boundaries have edemas and complex internal structures. To compare the

14
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(a) JS (b) Accuracy (c) F1-Score (d) κ

Figure 4. The influence of parameters α and β on the segmentation results in image #3, where (α, β) ∈ [40, 800] × [40, 800].

Figure 5. The numerical energy of images #4 and #7.

Criterions JS Accuracy
Images WBHMS ICTM LIC L1PS CVE AWCA DEMCV OURS WBHMS ICTM LIC L1PS CVE AWCA DEMCV OURS
T1-c1 0.2053 0.2053 0.2226 0.1653 0.5804 0.8373 0.2076 0.8990 0.9337 0.9243 0.9267 0.8973 0.9901 0.9960 0.9229 0.9978
T1-c2 0.2065 0.2047 0.2011 0.1819 0.5808 0.2307 0.2075 0.8942 0.9220 0.9251 0.9167 0.9165 0.9902 0.9381 0.9228 0.9975
T1-c3 0.2034 0.2036 0.2008 0.1880 0.5808 0.2216 0.2076 0.8980 0.9301 0.9251 0.9167 0.9100 0.9902 0.9359 0.9229 0.9977
Mean 0.2051 0.2045 0.2082 0.1784 0.5807 0.4299 0.2076 0.8971 0.9286 0.9248 0.9200 0.9079 0.9902 0.9567 0.9929 0.9977
Std 0.0013 0.0007 0.0102 0.0096 0.0002 0.2881 0.0000 0.0021 0.0049 0.0004 0.0047 0.0080 0.0000 0.0278 0.0000 0.0001

T2-c1 0.3827 0.3812 0.3049 0.3325 0.8011 0.4158 0.3793 0.9244 0.9638 0.9536 0.9346 0.9444 0.9933 0.9619 0.9526 0.9977
T2-c2 0.4272 0.3813 0.3135 0.3368 0.8307 0.4158 0.3790 0.9243 0.9683 0.9536 0.9366 0.9443 0.9943 0.9640 0.9525 0.9977
T2-c3 0.4401 0.3813 0.3234 0.3624 0.8316 0.3543 0.3778 0.9198 0.9664 0.9530 0.9398 0.9491 0.9943 0.9645 0.9523 0.9975
Mean 0.4167 0.3813 0.3139 0.3439 0.8211 0.3953 0.3787 0.9228 0.9662 0.9534 0.9370 0.9459 0.9940 0.9635 0.9525 0.9976
Std 0.0246 0.0000 0.0076 0.0132 0.0142 0.0290 0.0006 0.0021 0.0018 0.0003 0.0021 0.0022 0.0005 0.0011 0.0001 0.0001

Criterions F1-score κ

Images WBHMS ICTM LIC L1PS CVE AWCA DEMCV OURS WBHMS ICTM LIC L1PS CVE AWCA DEMCV OURS
T1-c1 0.3407 0.3406 0.3642 0.2838 0.7345 0.9114 0.3439 0.9468 0.3180 0.3171 0.3415 0.2570 0.7296 0.9040 0.3203 0.9457
T1-c2 0.3423 0.3398 0.3348 0.3075 0.7348 0.3749 0.3437 0.9442 0.3187 0.3163 0.3106 0.2825 0.7299 0.3534 0.3201 0.9429
T1-c3 0.3381 0.3383 0.3344 0.3165 0.7348 0.3628 0.3439 0.9463 0.3149 0.3148 0.3102 0.2914 0.7299 0.3408 0.3203 0.9451
Mean 0.3404 0.3396 0.3445 0.3026 0.7347 0.5497 0.3438 0.9458 0.3172 0.3161 0.3208 0.2770 0.7298 0.5327 0.3202 0.9446
Std 0.0017 0.0010 0.0140 0.0138 0.0001 0.2558 0.0001 0.0011 0.0017 0.0010 0.0147 0.0146 0.0001 0.2626 0.0001 0.0012

T2-c1 0.5536 0.5520 0.4673 0.4991 0.8896 0.5874 0.5500 0.9607 0.5378 0.5323 0.4424 0.4765 0.8861 0.5702 0.5300 0.9595
T2-c2 0.5986 0.5521 0.4773 0.5039 0.9075 0.5873 0.5496 0.9607 0.5832 0.5324 0.4773 0.4814 0.9046 0.5698 0.5297 0.9595
T2-c3 0.5721 0.5498 0.4887 0.5320 0.9081 0.5232 0.5484 0.9582 0.5558 0.5299 0.4887 0.5110 0.9051 0.5016 0.5284 0.9570
Mean 0.5748 0.5513 0.4778 0.5117 0.9017 0.5660 0.5493 0.9599 0.5589 0.5315 0.4695 0.4896 0.8986 0.5472 0.5294 0.9587
Std 0.0185 0.0011 0.0087 0.0145 0.0086 0.0302 0.0007 0.0012 0.0187 0.0012 0.0197 0.0152 0.0088 0.0322 0.0007 0.0012

Table 3. The index values of the segmentation results of our model and the comparison models for different initial contours.

difference between the related models, we choose several images which are downloaded from the website 2 in Figure
6. The segmentation results marked in red on the image are those of the proposed model, and those marked in green are
the ground truth in the first column. To further check the robustness of our proposed model to the initial contours, we
select three different initial contours for experiments to obtain the final segmentation results. The contours are inside
the segmentation target, intersect with the segmentation target and outside the segmentation target. The segmentation
results marked in red are the segmentation results of the proposed model and the comparison model. The WBHMS
model, ICTM model, LIC model, L1PS model and DEMCV model are affected by areas with brighter edges. The CVE
model can segment the focal area, but due to the unclear boundary of the focal area, the model cannot obtain accurate
segmentation. Obviously, whether it is from the quantitative indicators as shown in Table 3 or the visualization results
as shown in Figure 6, we can see that the proposed model has good segmentation results. The closer the values of
these metrics are to 1, the closer the segmentation results are to the standard segmentation results, i.e., the closer

2https://www.kaggle.com/datasets/mateuszbuda/lgg-mri-segmentation
15
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the model segmentation results are to the ground truth of segmentation, the better the segmentation performance of
the algorithm. Especially, compared to our proposed model, other models obviously suffer from under-segmentation
and over-segmentation. The main reason is that the hybrid bias field correction method in our proposed model can
effectively improve the contrast between skull and tumor, which can result in more robust segmentation results.

(a) Image (b) Contour (c) WBHMS (d) ICTM (e) LIC (f) L1PS (g) CVE (h) AWCA (i) DEMCV (j) OURS

Figure 6. Segmentation results of our model and comparative models in MRI brain images are shown. Three states of initial contour and region of
interest.

M1 M2 M3 M4 M5 M6 Mean Std
JS 0.9498 0.8608 0.9277 0.6650 0.8789 0.9260 0.8680 0.0957

Accuracy 0.9984 0.9987 0.9998 0.9995 0.9989 0.9997 0.9992 0.0005
F1-score 0.9742 0.9252 0.9625 0.7988 0.9355 0.9616 0.9263 0.0594
κ 0.9734 0.9245 0.9624 0.7986 0.9350 0.9614 0.9259 0.0594

Table 4. The index values of the segmentation results of the model in MRI images.

The research on real medical images has more significant meanings than simulated images. To this end, we
choose six real MRIs from the Department of Radiation Oncology of the Afliated Cancer Hospital of Zhengzhou
University, where the ROI are labeled by an experienced doctor and these images are also approved by the Medical
Ethics Committee of the Afliated Cancer Hospital of Zhengzhou University. The original images and ROI are shown
in the first two columns of Figure 7. Here we only consider to use our proposed model to segment these images. The
segmentation results marked in red on the left side of the image are our proposed model, and those marked in green are
the ground truth. Since the area of the lesion is very small, we perform a local magnification to show it. For relatively
small lesions, our model can still achieve good segmentation results. The relevant indicator values are shown in Table
4. It is obviously that our proposed method can efficiently segment the ROI from these real images.

To compare the CPU time, we randomly select two images from the experimental data such as natural image #1
from Figure 2 and medical image T1 from Figure 6 and the related data are arranged in Table 5. Obviously, the
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Figure 7. Segmentation results of our model in MRI images are shown. M1-M6 are the original image.

DEMCV model has the shortest runtime, but it has poor segmentation performance. However, although the CPU
running time of the AWCA model is much smaller than our model, the segmentation performance of our proposed
model ranks first in terms of JS, F1-score, Accuracy, and κ-coefficient values. Although the CVE model also takes a
very short time, its segmentation effect is not very good. Due to the complex calculation, the ICTM has a high time
consumption. Based on the above analysis, our proposed model has overwhelming advantages compared with the
other seven classical models.

WBHMS ICTM LIC L1PS CVE AWCA DEMCV OURS
#1 10 4.00s 22 15.27s 12 4.42s 20 1.71s 75 1.16s 8 0.50s 6 0.36s 70 2.00s
T1 20 3.62s 6 5.26s 12 4.30s 42 4.28s 35 0.60s 20 1.20s 10 0.75s 100 2.24s

Mean 15 3.81s 14 10.27s 12 4.36s 31 3.00s 55 0.88s 14 0.85s 8 0.56s 85 2.12s

Table 5. The number of iterations and CPU time (in seconds) of natural image #1 and medical image T1.

5. Conclusion

This paper proposed a hybrid bias field correction model for the intensity inhomogeneous segmentation problem.
By combining the multiplicative bias field and the additive bias field, the information on the weak edge and the inten-
sity inhomogeneity can be captured and the segmentation region in the proposed model can be described effectively.
In order to efficiently solve the proposed model, we used the alternating direction method to transform the original
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problem into several easily solvable subproblems. Moreover, we discussed the mathematical properties of the pro-
posed model and the corresponding algorithm. Experimental comparisons for segmenting datasets and benchmarking
on several data of natural images and medical images demonstrated the improved robustness and the stability of the
proposed model over several existing state-of-the-art segmentation models. However, the method proposed in this
paper requires too many parameters to be adjusted, and we subsequently consider improving it.
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Appendix

Proof of Theorem 3.2.

Proof. To the subproblems (20) and (27), according to Algorithm 1, we have the following formulas of the sub-
problems for all the variables. All mentioned values of i in the following equations: i = 1, 2.
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and 
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(35)

Since lim
k→∞

(Ak − Ak−1) = 0 and based the assumption, the right side of the above equalities go to zero as k → ∞. Based

on the assumption ξk+1
i − ξki → 0 as k → ∞, we have (I − bk+1

1 ck+1
i − bk+1

2 ) − pk+1
i → 0. Similarly, when ξk+1

3 − ξk
3 → 0

as k → ∞, we have qk+1−∇uk+1 → 0, etc. Then we obtain the following equations from the optimality conditions and
formulations for the subproblems of all variables. Therefore, we have the following formulas go to zero as k → ∞:
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and 
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(37)

Let A∗ = (c∗i , b
∗
i , p
∗
i , u
∗,q∗, ξ∗1, ξ∗2, ξ∗3)(i=1,2) be a cluster point of the generated sequence Ak based Algorithm 1. In

practice, if we have lim
k→∞

(Ak−Ak−1) = 0 and a convergent sequence Ak, then the sequence converges to a KKT problem

point. That is to say, the conclusion (33) is held.
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