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1. Introduction

One of the most important tasks in computer vision and image processing is registration, aiming to find a geometrical
transformation that aligns points in one view of an object with corresponding points in another view of that object or
another object, i.e., realigns two images - the reference and template images. Nowadays, image registration has played
an important role in different applications, such as remote sensing, medicine and computer vision. Especially in medical
diagnosis [1-4], for example, the efficient implementation of the automating medical diagnosis with the aid of computers
should depend on reliable registration methods.

In addition to simple parameter based methods [5], the optical flow based approach is an early variational method,
aiming to recover the displacement field between two frames of a video sequence which are taken at different times at
every voxel position, so local Taylor series approximations of the image signal and the partial derivatives with respect to
the spatial and temporal coordinates are used to calculate the motion between two images.

During the last decades, to realize image registration, a great number of variational approaches in the purpose of min-
imizing the similarity measures have been proposed. The similarity measures are used to quantify the degree of similarity
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between intensity patterns within two images. Since the underling problem is in general ill-posed in the sense of Hadamard,
therefore, how to effectively minimize the similarity measures becomes a fundamental task in image sciences.

Regularizing ensures that the resulting well-posed problem admits a solution. In Tikhonov framework, the cost energy
functional minimized in the registration model is a combination of the image similarity and the regularizing penalty func-
tional. On one hand the choice of an image similarity measure depends on the modality of the images to be registered [6],
including single-modality and multi-modality methods. Single-modality methods tend to register images in the same modal-
ity acquired by the same scanner type [7,8], while multi-modality registration methods tend to register images acquired by
different scanner types. Common examples of image similarity measures include cross-correlation, mutual information and
sum of squared intensity differences (SSD) [7,8]. Mutual information and normalized mutual information are the two of most
popular image similarity measures for registration of multimodality images, while cross-correlation and SSD are commonly
used for registration of images in the same modality. Image registration algorithms can be also classified into intensity-
based and feature-based [6]. Intensity-based methods compare intensity patterns in images via correlation metrics, while
feature-based methods find correspondence between image features such as points, lines, and contours [6].

On the other hand, image registration algorithms can also be classified according to the transformation models being
used to relate the template (target) image space to the reference image space. The first category of transformation models
refers to linear/affine transformations, which include rotation, scaling, translation [7]. Linear transformations are global in
nature, thus, they cannot model local geometric differences between images [6]. The second category of transformations
allows ‘elastic’ or ‘nonrigid’ transformations. These transformations are capable of locally warping the template image to
align with the reference image. Nonrigid transformations include radial basis functions [6], physical continuum models
[8-12] and large deformation models (diffeomorphisms) [13]. In all cases, it is preferable to choose transformations that
have physical meaning, but in some cases, the choice is made on the basis of convenient mathematical properties. However,
large local and global deformations may occur and must be taken into account.

Over the last decade, it has been demonstrated that many systems in science and engineering can be modeled more
accurately by employing fractional-order rather than integer-order derivatives [14-16], and many methods are developed to
solve the fractional systems [17-22]. Not all of these results have been considered for imaging applications. Recently, there
have been several works involving discrete forms of an «-order derivative proposed to tackle the image restoration problem
[23-30] and the image inpainting problem [31]. However much fewer works employing partial fractional «-order deriva-
tives are applied to the image registration problem. Melbourne et al. [32] used fractional differentiation (differentiation to
non-integer order) to design new gradients of image intensities for enhancing image registration performance to directly
register image gradients. Garvey et al. in [33] proposed a nonrigid registration algorithm that involves directly and rapidly
solving a discretized fractional PDE modeling super-diffusive processes in nonrigid image registration. The proposed algo-
rithm yields lower average deformation errors than standard diffusion-based registration through registration experiments
on breast MR imagery with simulated biomechanical deformations. In [34], a regularization term based on fractional order
derivatives is introduced but the problem is solved in the frequency domain of the minimizing energy functional via the
Euler-Lagrange equations. In [35], medical image registration was studied in the domain of fractional Fourier transform.
These earlier works have suggested and illustrated that fractional order derivatives may be effective regularizers for image
registration applications.

The contributions of this work are the following

i). We propose a new nonlocal deformation model with the total fractional-order variation regularizer in non-rigid image
registration in a continuous setting. Due to the nonlocal field theories of fractional derivative, the new registration can
produce accurate and steady smooth deformation.

ii). We establish better and more rigorous theories for applications of the total fractional-order variation to image inverse
problems. To apply the total fractional-order variation regularization with fractional order derivative to variational image
inverse problems, we analyze properties of the total fractional-order variation and its fractional integration by parts
formulas from variational principles. We derive the Euler-Lagrange equation in suitable function spaces.

iii). We present a new numerical scheme combining the semi-implicit update, discretization matrix approximation and CG
iterative solution.

Our work will facilitate future applications of «-order variation based regularizer to other imaging problems where regular-
ization is required.

The rest of the paper is organized as follows. Section 2 first reviews the basic image registration problem, the demons
algorithm, several variational models about image registration, definitions and basic properties of the fractional order deriva-
tive which help us to understand the differences between integer and fractional derivatives. In Section 3 we first discuss
definition and properties of the total fractional-order variation which generates TV regularization with integer derivative.
Then a total fractional-order variation image registration model with nonlocal property is considered, we should discuss
the derivation of Euler-Lagrange equation and boundary condition. Before ending this section the study of discretization of
Euler-Lagrange equation and efficient numerical schemes are developed. Experimental results are shown in Section 4, and
the paper is concluded with a summary in Section 5.
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Fig. 1. Non-rigid registration: R(x) - reference image; T(x) - template image. (For interpretation of the references to color in this figure, the reader is
referred to the web version of this article.)

2. The image registration modeling and fractional derivatives
Below we shall first introduce the basic problem of registration, notation and the variational framework.
2.1. Preliminaries

Let Q be a bounded domain in RY, without loss of generality we assume € = [0, a]¢, where d € N denotes the spatial
dimension of the images. The known Reference and Template images of the same object taken at different times can be
defined respectively by Lipschitz functions R(x) € I and T(x) € I, where I = [0, 255] is the range of gray image intensities,
especially we also assume that T(x + u) is a compactly supported function w.r.t. the displacement field u. Each view in
Fig. 1 that is involved in a registration will be referred to a coordinate system, which defines a space grid for that view. Our
definition of registration is based on geometrical transformation, which is mappings of points from the grid of one view to
the grid of a second view. The transformation applied to a point (see the yellow point in the left picture of Fig. 1) in grid
for reference image R represented by the column vector x € 2 produces a transformed point ¢ (u(x)) € RY,

dUX) =x+u).

If the point ¢ (u(x)) corresponds to x, then a successful registration will make T (¢ (u(x))) equal, or approximately equal, to
R(x) (see two yellow points in the left and right pictures of Fig. 1). The above ¢ is called as the additive structure of the
displacement field; a Lie group structure on diffeomorphisms is also used to model the spatial transformation of coordinates
[13]. The purpose of registration is to seek a displacement field u : 2 — Q of image coordination such that the transformed
template T (x+ u(x)) = R(x) approximately. Once the corresponding location ¢ (u(x)) = x+ u(x) is calculated for each spatial
location x € 2, an image interpolation is required to assign the image intensity values for the transformed template T (u) at
non-grid locations within image boundaries. Now the question is how to find such a mapping u = (u1, ..., ug)’. As we have
said, a typical approach is the minimization of a suitable distance measure D(u). For example, assume the image intensities
of R(x) and T(x) are comparable (i.e., in a monomodal registration scenario), the so-called sum of squared differences
measure is

D(u) := %/(T(x—i— ux)) — R(x))zdx. (1)
Q

The task of finding a reasonable transformation such that a transformed version of a template image is similar to a reference
image is to solve the minimization problem of the similarity measure: min, D (u).

2.2. Demon’s algorithm to image registration

The demons algorithm proposed firstly by Thirion [36] provides a very efficient registration scheme with simple imple-
mentation and linear computational complexity for nonrigid image registration problem, which is considered as a popular
technique for fast intensity-based registration, particularly within a given modality where image intensity values (i.e., voxel
values) are consistent, and has been applied to a range of applications [13,37].

The standard demons algorithm can be considered as an approximation of a second-order gradient descent of the sum
of square of intensity differences metric D(u). Minimization of D(u) is very close to a simple mean squared error image
registration problem whose goal is to find an optimal field u. In dealing with a least-square problem, the methods they
used in their work rely on a linearization of T(x + u(x)) — R(x) in D(u) and are based on Gauss-Newton-like approaches.
The demons algorithm approximately solves the diffusion registration problem by successively estimating force vectors that
drive the deformation toward alignment and smoothing the force vectors by Gaussian convolution.

Let p*(u) = T(x + u(x)) — R(x) be the intensity difference at point x and assume that the following linearization

p*(w) = p* W) + Vup* @) - (u —ub) + 0 (Ju — uk|?)
=Tx+u") —Rx) +VTx+u") - w—u)+0o(u—u?
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is available. The above can be used to rewrite the correspondence energy in (1) as follows:

D(u)~ D(u):= % /(T(x+ uk) — R(x) + VT (x4 uk) - (u — u¥))%dx, (2)
Q

with its minimizer u*(x) given by linear systems
A- ) —u) = —(Tx+u*) — R®)(VT (x + u))!

where A := (VT (x+u*))! VT (x+u¥) is a 2 x 2 symmetric positive semi-definite matrix with rank(A) < 1. Direct optimization
of (2) will lead to an ill-posed problem with unstable and non-smooth solutions. To avoid this and possibly add a priori
knowledge, for example, a least square solution is obtained from a well-posed problem after adding a simple regularizer
to (2)

muin[](u) - %/(T(x Sk —R(X) + VT x4+ ub) - (u — uk))2 + %Hu - u’<||2dx}.
Q

Finally at every point x we get transformation u(x) such that
(A+o D@ —u") + (Tx+u") = RX)VTx + u))' =0,
[l - 22 ]

which is solved by using a Sherman-Morrison formula (wo! +o1)~1 = FEE

1
o
(T(x+u*) — RX)) (VT (x + )"

o+ |VT (x + uk)| )2
Comparing with global transformation cases (e.g., rigid body transformations and variational registration), the approxima-
tions at every node x given by demon'’s algorithm are independent from each other. This greatly simplifies the minimization
of D(u) by splitting it into very simple systems for each node. In [38], a variant of the demons deformation field which

uses symmetric gradient information from both the reference and template images is proposed in order to perform better
than the conventional displacement systems.

ux) = uk(x) —

2.3. Variational framework

Now return to the problem (1) which is generally ill-posed in the sense of Hadamard. It becomes necessary to impose
a constraint on the solution u via a deformation regularizer S(u) for penalizing unwanted and steady solutions, where we
incorporate a priori knowledge such as smoothness of the desired solution, the error level in two images or the statistical
properties of the transforming process. As a consequence, the image registration problem can be posed as a minimization
problem of the joint energy functional given by

muin E(u):=Su)+AD(u)=Su)+ % /(T(x—i— u(x)) — R(x))%dx 3)

Q

where A > 0 is the regularization parameter that compromises similarity and regularity, and the term S(u) could also be of
the geometric properties of the displacement field u(x) which could be the first or second derivative or mean curvature, etc.
Observe that given A, problem (3) becomes a nonlinear optimization problem that we can solve with the first variation and
nonlinear techniques for medium and large-scale problems. However, determining an optimal value for the regularization
parameter A can be as difficult as the original problem and most of the methods currently available require the solution
of several problems of type (3) for different values of A; these approaches might be very expensive in large-scale setting.
Throughout the paper we assume that the best A for every model is manually given.

Obviously, the choice of the deformation regularizer S(u) is very crucial for effective registration. Different choices of
S(u) lead not only to different deformation fields but also to different coupled nonlinear systems. Here, the regularizer S(u)
is reviewed briefly.

Linear elastic regularizer. In [9,12], a linear elastic regularizer is used for the realignment of mono-modal image regis-
tration, the corresponding regularization energy is given by functional

Su) = / %(Tr(E))z—l—vTr(Ez)dx,
Q

where Tr = trace and E = %(VuT + Vu) is a linear approximation of a strain tensor, i and v are the Lame constants (known
for a given elastic material). This model measuring the energy of the elastic deformation is isotropic in the directions and is
neutral with respect to translations and rotations but penalizes these transformations by the Dirichlet boundary conditions
[39]. Therefore, this scheme is very attractive for high-resolution applications.
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Diffusion regularizer. Diffusion is the flow of molecules (energy) from a place of high concentration to another of low
concentration. Diffusion processes strive to equilibrate the concentration differences in the system whilst preserving the total
mass of the system. The diffusion-based image registration by Fischer and Modersitzki [10] chose the following diffusion
regularizer

d
S(u) ::%/(ZWW;F) dx

o \e=1

Linear curvature regularizer. The linear curvature registration [11] is based on the following regularizer

d
Su) := %/ <Z(Au5)2> dx.
=1

Q

The reason for this particular choice is twofold. Firstly the integral might be viewed as an approximation to the curvature
of the ¢-th component of the displacement field and therefore does penalize oscillations. Secondly, S(#) has a non-trivial
kernel containing harmonic functions and in particular affine linear transformations.

Mean curvature regularizer. The mean curvature registration technique [8] is based on the following regularizer

d
1 Vuy 2
S == E Vi— d
" 29/<e:1( V1+|VW|2)> "

This model does not require an additional affine linear pre-registration step for being successful, in contrast to many other
non-linear registration techniques, including the elastic matching, the fluid matching, and the diffusion matching. However,
folding of deformations (20) can be a problem.

2.4. Fractional-order derivatives

Fractional calculus is the branch of mathematics that generalizes the integer order derivatives and integrals of a function
to non-integer order. Fractional derivatives have been used to model physical and engineering processes, which could be
more efficiently described by fractional differential equations, as seen in this special issue. The fractional order derivative
has a long history, which unifies differential and integral operators into one differential-integral operator. As we know,
the integer order derivatives are both unique and local, while the fractional derivatives and their inverses are generally
non-local.

Several definitions have been proposed to describe a fractional order derivative [16,40]; we shall present three of them
below. For a systematic presentation of the mathematics, a fractional o order derivative is denoted as function operator
D[a T where a and x are the bounds of the integral, [a, x] defines a 1D computational domain, and 0 <¢:=n—1<a«a <n.
For o > 1, we consider« =n— (n—a) with0<(n— ) < 1.

1. Riemann-Liouville (RL) definitions. The left and right-sided RL derivatives of order « of a function f(x) are given as
follows:

X b
o _ 1 d n f()dt o B 1 o d n f()dt
Dianf®) = C(n—a) (dx) (x — T)*—ntl and Diyp f () = F(n—a) ( dx) (T —x)2—nt1’

2. Griinwald-Letnikov (GL) definitions. The left and right-sided GL derivatives are defined by

591, 0jd : [57]
Y R enick - jn Y
GDt[)fI xjf(x) :I}LHB J = and GD[X b]f(x) = AE}) J

3. Caputo (C) definitions. The left and right-sided Caputo derivatives are defined by

<1ﬂ6#ﬂx+1m
hot

D" [ fO(ndr
'nh—o) (t — X)O"’“q ’

o f™(rydr o
Donf = 0 f Gy D 0=

The spatial Riesz-type fractional cc-order derivative which is considered as a Riesz-type potential is defined as a half-sum of
the left and right-sided derivatives of three definitions for function f(x):

TDe L f0 = ( D f 00+ (=" DE, ),
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where Y takes R, RG and RC for Riesz-RL, Riesz-GL and Riesz-Caputo fractional derivative respectively. Note that, for
& = (n — o), the formula

—& 1 A f(rydt
Pun/ W =1g | G-oie

(4)

defines the Abel integral or the fractional &-order integral, used to define the general fractional «-order derivative.

A crucial step in variational problems is to find minima (or maxima) of an energy functional, the usual integration by
parts or a respective divergence theorem can be directly used to offer the weak solution of problems with integer order
derivatives. In this work we are concerned with the problems of finding a necessary optimality conditions for functionals
of calculus of variations based on fractional order derivative. By inserting fractional derivatives into the variational integrals,
the interesting integration by parts formulas in [41] is useful to derive the PDE systems for the above total fractional-order
variation based image problems. The procedure to derive formulations and the resulting equations for problems defined in
terms of those derivatives turn out to be very similar to before.

Lemma 2.1 (Integration by parts formulas). (See [41].) For0 <n — 1 < « < n, we have

b b n—1 ' ‘ an=i-1£0) x=b
/ £(0) - Dig n(x)dx = / n(x) - D, EX)dx — Z(—l)"*fnﬁl;']’“n(x)w
a a Jj=0 x=a
and
b b n—1 i =b
ntj ATl [
[ s D pmedn= [ neo-C0g, seodx— 3D nen = EE |
a a j=0 =a
Thus, in the case of the Riesz R-L fractional derivative, one has
b b n—1 ) . an7j71$(x) x=b
/ £x) - kD%, n(x)dx = (=1)" / N0 - Dfy pEodx+ (=KD 00 =2
a a j=0 X=a

Remark 2.1 (Equivalence). In the above lemma, one observes that D%, €D* are strongly connected. Indeed they are closely
related [16,42]: for every 0 < « < n, if the function f(x) is (n — 1)-order continuously differentiable and f (x) is integrable
in [a, b], the R-L fractional derivative D‘[’;,X] f(x) exists and is equivalent to the G-L derivative GD‘[)Z,X] f(x). Furthermore
if f(x) satisfies the homogeneous boundary conditions, the RL and the Caputo derivatives are also equivalent. However,
separately, all these fractional derivatives definitions have their advantages and disadvantages. Refer to [42-44| for more

details.

A simple transformation f(x) = f(x)— ( fla+ %(x—a)) to f(x) can also modify the Riesz RL fractional derivative

D‘[’f] be(x) to avoid singularity at x = a. As said in [16], the fractional derivative D‘[’B Al for three above definitions has linearity
property, i.e., for any f(x), g(x) and 8 € (0, 1), then one has

TDf (B0 + (1= B)g®) =BT DY, f0) + (1 =BT Df 800,

where Y can be one of R, RG and RC for Riesz-RL, Riesz-GL and Riesz-Caputo fractional derivatives. Such a property is very
useful from a variational point of view for the total fractional-order variation to derive the first optimal conditions.

As discussed in Remark 2.1, the three definitions of fractional derivatives are equivalent under suitable conditions on
continuity and boundary [16], and therefore from here on we shall drop the superscripts. Especially for fractional derivative
operator defined on a full interval [a, b], next, we shall denote them by D“. Similarly for gradient and divergence operators,
we denote by V¥ = (% e, %)t and div* = V¥.. Thus ";QT?’ denotes a fractional «-order derivative D([)fz,b]¢ of ¢ along x;
direction.

3. A total fractional-order variation based image registration model

Our main aim below is to present a new registration model based on fractional differential information, which can trace
the steady smooth transformation between two given images due to its nonlocal property, as illustrated in Fig. 2 which
compares the TV and a fractional differential D% restoration model (denoted by TV®), and shows that the latter produced a
better result. In the regularization framework (3), define S(u) as a total fractional-order variation. We first introduce it in a
rigorous and general setting, then consider its smoothing version and finally present our numerical algorithm.
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Fig. 2. Comparison of the TV regularizer [45] and the total fractional-order variation regularizer o = 1.6 in restoring a noisy signal (far left).
3.1. The total fractional-order variation

In variational regularization methods, integration by parts involves the space of test functions in addition to the main
solution space. Before discussing the total fractional-order variation, we give the following two definitions:

Definition 3.1 (Spaces of test functions). Denote by C¢(Q, R%) the space of an £-order continuously differentiable functions in
the image domain € c RY. Then an ¢-order compactly supported continuous function space as a subspace of H(Q, RY) is
denoted by %}f(Q, RY), in which each member v : Q +— R satisfies the homogeneous boundary conditions a'av;f) lag =0 for
alli=0,1,..., . Further, a special subspace of ‘Ké(Q, Rd) is denoted by

K= {¢ ccl@.RY ‘ 16| <1forallxe Q}

With a test function n(x) € <zf(’)“’l(Q, R), the -order integration by parts formulas can be rewritten as

b b n—1 n—i—1 x=b
[ e Dneodx= 17 [ neo - pescodx+ )R R a— L

n—j—1
j=0 XTI x=a

b
=" / n(x) - D*&(x)dx. (5)
a
Definition 3.2 (Total fractional-order variation). For 0 < ¢:=n —1 <« < n, define
SE(p) = :upf (—so div* ¢ 4/B(1 - |¢(X)|2)>dx, (6)
ek
Q

as the general total fractional-order variation with a smoothing constraint with 8 > 0, where div* ¢ = V¥ . ¢, |¢|*> = Z?Zl ¢>i2.

If B =0, SJ(p) is called as the total fractional-order variation. Especially, if 1 <a <2, ie. £=1 and ¢ € clQ,R)C
Cl(Q,R), then SZ(¢) = [, IV¥@|dx.

Lemma 3.1. The total fractional-order variation S§ (¢) defines a semi-norm.

Proof. Firstly we show that S7(¢) > 0. Note that K = —K (i.e. ¢ € K if and only if £ = —¢ € K); hence Ein¢f KfQ —@ X
t—ge
div* &dx = inf [0 —@div* £dx = —sup [, —pdiv¥ ¢dx. Since sup [, —pdiv¥ ¢dx = [, —¢ div® ¢ydx implies
f=—¢e—K=K ek ek
inf [, —pdiv* &dx = inf [, —¢ div* &dx = —sup [, —pdiv¥ ¢dx = — [, —pdiv* ¢odx. If there exists a function ¢
EeK —&=¢ckK dek

such that S§(¢) = sup [, —¢ div® ¢dx <0, then Smlg Jo —@div¥ &dx > 0 which contradicts to the supremum bound. There-
pck €
fore for any ¢, S7 (¢) > 0.

Secondly for any scalar ¢, we have sup [, —(c@)div¥(¢)dx = |c| sup [, —@div¥(Sign(c)¢)dx since [, —(ce) x
pek Sign(c)pek
div* (¢)dx = |c| [, —¢ div¥(Sign(c)¢)dx. Hence S§ (cg) = |c|S§ ().
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Thirdly for any ¢ and v, S§ (¢ +v) = sup [, — (¢ +¥) div¥ ¢dx < sup [, —¢ div* ¢dx+ sup [, —y div® ¢dx = S§ (@) +
ek ek pek

S§(¥). Thus we have proved that S§(¢) is a semi-norm. O

Actually for any « > 0, the left R-L D‘[)f).x]f(x) =0if f(x) =x*k£0) forall k=1,2,...,1+ [&] (with maximal integer
part [a] such that [«] < o, refer to [46]), hence S§(f) = fQ |[V* f|dx =0, which shows that S (¢) is not a norm. Equipped
with the BV norm

lplive = l@llz + S5 (@)

from Definition 3.2, the space of functions of a-bounded variation on € can be defined by
BVY(Q) ::{<peL2(sz) | sg(<p)<+oo]. 7)
Lemma 3.2. The space BV (Q2) is a Banach space.
Proof. Refer to [47] for more details of a related proof. O
Alternatively, using the Riesz representation theorem [48,49], the total fractional-order variation of image ¢(x) may be
regarded as the total variation of some positive Radon measure, i.e., bounded «-order variation («-bounded variation) if it
is bounded.

3.2. The proposed image registration model

We now introduce our proposed functional E(u) in the optimization framework (3)

d
. A A
min E(u):= S(u)+fD(u):/w(E |V“ui|)dx+7/(T(x+u(x))—R(x))2dx (8)
ueBvVY () 2 — 2
Q =1 Q
where n — 1 <o <n and ux) = (U1 (%), ..., ug(x))' : 2 — RY. We shall mainly consider d = 2 though the procedure applies

to a general d. Especially if taking v (s) = s, then one has 1//(21»2=1 [V¥u;|) = 21-2:1 [IV®¥u;|. Since the objective E(u) is not
differentiable when |V%u;| =0, it is common to consider a modified minimization problem of the form (8)

2
gl}xr}m E,g(u)=/w(X:,/WO‘u,‘lz—i—ﬂ)dx—i—%/(T(x—i—u(x))—R(x))2 dx ¢ . (9)
uc 2 i—1
Q Q

Discussion of the existence of u in (9) is complicated by the second (fidelity) term which is nonconvex. One simple idea
is to replace T(x + u(x)) — R(x) by its linear approximation T(x) — R(x) + VT (x) - u(x); then one can use convexity to
establish existence but the displacements cannot be too large. Here in this paper, we shall assume that the image functions
(Reference R and Template T) are Lipschitz; hence functional Eg(u) is coercive on BV (). Thus, we can uniformly bound
the minimizing sequences and extract a converging subsequence for the BV} -w* topology which is defined as
uj—*>u < uj—>u and /¢~V“ujdx—>/¢-vo‘udx
BVS —w* L2(Q)
Q Q

for all ¢ in %OO(SZ, R?). Since E p(u) is lower semi-continuous for this topology under Lipschitz function assumption, we can
deduce the existence of a minimum [50,51].

For the registration model proposed, we should focus on deriving the Euler-Lagrange equation and considering its effec-
tive numerical solution methods.

Theorem 3.1. Assume that ¥ (s) = s and n — 1 < « < n; the Euler-Lagrange equation for problem (9) is the following

Veu; aT u

(=D div¥ VUi + AMTx+u®x) — R(x))M =0, foralli=1,2 (10)

VIVeuix)|2 + B oui

with one of these sets of boundary conditions forn =2
) Ju; )
1) fixed boundary conditions u;(x) ’asz = b} (x), and L:’;T(IX) = b, (x);
IQ
V%u; - V¥u; -

2) homogeneous boundary conditions D% 2 Ui .i=0, D%! i A=0

VIVeuil2 + B VIVeui|2 + g
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where u = u(x) is the displacement field of the grid for template image T = T (x), x = (X1, x2) € 2 = (a, b) x (¢, d) C R2 and i is the
direction of the outward normal to the boundary 92.

Note that the negative index for D in 2) implies that it is a fractional integral - see (4).

Proof. The proof can be done by using the first variation directly.
dEp(u)

Firstly we define VEg(u) = < Uy and @ = (w1, wy)!. To shorten the proof, let w; be a function in C'(Q) to be

AEs ()

ou
specified shortly for any i =1, 2. For u; € BV§ (), we compute the first-order G-derivative (Gateaux) of the functional
Eg(u) in the direction w; by

Ep(u+tw) — Ep(uw) _ lim S§(u +tw) — Sg(u) N A D(u +tw) — D(u)

VEg(u) - ® = lim 11
ﬁ( ) t—0 t t—0 t 2 t (an
Using the Taylor series w.r.t. t yields
2 2
5 (U +tw) —SEu) = Z ( (Ui +twp) — Sg‘(u ) Z/\/|V“ui +tVew;i2 + 8 — \/|V“ui|2 + Bdx
i=1 1:1
and
S%(uj + twp) — S%(uy) . ) Voy;
m AT TR i /w’ Ve idx + 0(t2) =/W’~V°‘w,~dx, wi— L (12)
t—0 t (0t /IV¥u;|2 + B
The quadratic L, data fidelity term is easy to deal with
lim D(u+tw)—D@m) (Tx+u+tw) — RXx)? — (T(x+u) — R(x))2
t—0 t t—>0 t
=2/(T(x+u)—R)V,,T(x+u)-a)dx. (13)
Recall that
d
n—1
b L J= 1w(x) x1=b
/Wl veadx= (1" [[ondiv Wider Y1 [ ofwi R
X 1
Q j=0 c 1
n—1
. _ i1 (x) |xe=d
_\n+j a—n+j
+ Z( D fD[C,d] W2 9x1 =1 xp=c (14)
i=0 a X3
where we note n =2 for 1 < o < 2. Next consider 2 cases:
. i i . i 8 i il
1). Given ui(x)|,, = b} (x), and auarSX) o= b (x), since (i (x) +twi () |,q = (ui0) |, = b} (o) and w e

. ak

3“<")\3Q = b,(x), it suffices to take w; € 6] (2, R). From Lemma 2.1, such a choice ensures 3;;,9) o= 0,k=0,1 =

n 1 n—j—1

%ﬁ‘f") :% =0, n—j—1=0, 1. Hence Eq. (11) with (12) reduces to (10).

ax; x1=a or b 0x; Xy=cC or d
n—j—1,,. n—j—1,,. .

2). Keep w; € C1(Q). Since 2 Jn,f‘i’l(") , %ﬁj‘f") # 0, the boundary terms in Eq. (14) can only

0x; Xy=a or b 0x; Xy=cC or d

diminish if

Dy Wi =0 and DY Mwj =0 = D*"™Ww'.i=0,j=01.

xij=aorb xp=cord

The proof is complete. O

Remark 3.1 (Boundary condition). In non-rigid image deformation applications, the displacement field u(x) of image coor-
dination can be required as an £-compact support continuous function in €. Therefore the above first set 1) of boundary
conditions seems simple and reasonable, because one easily knows a priori what u(x) on boundary 92 should be (i.e.

u,-(x)\aQ = bg(x) =0 and % o= biz(x) =0 are known from an application view). In fact, these boundary and continuity
conditions are also used for the equivalence of three definitions (RL, GL, C).
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Remark 3.2. The second set 2) of boundary conditions appears complicated which might be simplified as [16, Section 2.3.6,
p. 75], [47]:

aku;(x . )
W1 0 forall i=1,2; j=1,2; k=0,1,2.
axk  laq
J
As we have seen in [16, Section 2.3.6, p. 75], if W{(x) has a sufficient number of continuous derivatives, then
T . . Jwi . .
pe Mtiwi =0 is equivalent to 1 =0(j=0,1),ie,
la.b] 1 Xy=a or b q ax} lx;=a or b & )
i w
W3 =0and — =0.
Xxy=aor b 0X1 lxy=aorb
Indeed, if n-th derivative of u;(x) is integrable in [a, b], then W;' = 0 is equivalent to the conditions
X1=a or
au;(x
u;(x) =0 and i) =0,
x1=aor b 0X1 Ixy=aorb
ok, . - R a1 .
on the other hand, %% =0 (for all k=0,1,2) are equivalent to % =0 and Lﬁ’f‘) =0,
v 1 lIxy=aorb 1 Ixy=a or b 0x, Xi=a or b
A . )
hence one has % b = 0. The derivations of Wi are similar to those of W{.
X1=a or

3.3. The solution algorithm

Effective numerical implementation is of great importance. Next we present our iterative methods for solving the re-
sulting nonlinear system with structured block matrices, following a finite difference discretization. Of course, for nonlinear
systems, there exist many alternative ways of iterative solution that one might consider or develop.

3.3.1. A semi-implicit scheme
To solve (10) for 1 < o < 2, we just update u to the steady state form of the following fractional-order evolution equation
with time:

%z—div"‘ _ VUi —A(T(x—i—u)—R(x))m, fori=1,2 (15)
ot VIVeuiP? + ou;

with the ¢-compact support boundary conditions (combination of zero-Neumann and zero-Dirichlet conditions, see Re-
mark 3.1), which may be discretized semi-implicitly along time step once an initial guess ug is given, i.e.,

umtt _gn Vo™ x T (x + u™
s S S TV i) ATt — Ry L&D

At ou; ’
JIVeulr(x)? + i

which yields the following linear systems

VO[
I+ AtdivY | ——— u’i”'l(x) =uf —AAt(T(x+u") — R(x))

JIVaur o2 + g

3.3.2. Spacial discretization

Before introducing the discretization of the fractional derivative, we define a spatial partition (xi, y;) (for all k =
0,1,...,N+1;1=0,1,...,M + 1) of image domain 2. Here we mainly consider the discretization of the «-order frac-
tional derivative at the inner point (xy, y;) (for all k=0,1,...,N; [=0,1,..., M) on © along x-direction by using the
shifted Griinwald approximation approach as [16,20]

T (x +u™)
ou;j '

86 f (ks y1) 1/8%fxe,yp 8% f (e, y1)
Dt oy (e y) = L2 4 0 ) = 5 (g + ) 40y
1 k+1 N—k+2
=5 (WD P Fl a0 Y P Fhyj) + O, (17)
j=0 j=0

where f!:= fg), p}“) = (=1 ((j ) j=0,1,...,Nand p{ =1; p]@ =(1- HT"‘)p;O_‘)l for j > 0. Discretization of fractional

derivatives in the Fourier space is presented in [23,24].
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As we work in 2D with d = 2, it is easy to see from (17) that the first order estimate of the «-order frac-
tional D‘[’fl b]f(xk,yl) along x-direction at the point (xy,y;) with a fixed y; is a linear combination of N + 2 values

{f(’), fl’f,l\, f,’\,+]}. One common approach dealing with discrete approximation is based on periodic boundary condi-
tion in such a way that an image defined on @ will be extended symmetrically about its borders [23]. Here incorporating
the integration by parts formulas and the equivalence of three fractional derivative definitions (see also Remark 2.1), a zero
boundary condition on 9€2 is considered into matrix approximation of fractional derivative (as done in [20,52]); hence all N
equations of fractional derivatives along x direction in formulas (17) can be written simultaneously in the matrix form:

2 0% o a o a
8 fx1, y) PL Pot Py P PN f
85 f (x2, y1) P4 ps 2p% . : f

. 1

= .. .. . . 18

2| ~% : : : o3 : (18)
. 2[00( pa+ptx .
o 1 ) !
8o fxn, v L Y pg + pg 208 fn
f

BN

From the approximation of fractional order derivative (17), for any 1 < o < 2, the coefficients ,o,ga) suffice to show the
following properties [16,18]:

oo m
Do =1 p =—a<0,12p2p">...20; 20) p¥=0> p* <0m=1).
k=0 k=0

Hence by the Gerschgorin circle theorem, one can deduce that matrix By in (18) is a symmetric and negative definite
Toeplitz matrix (i.e., —Bp is a positive definite Toeplitz matrix).

Consider the nodes (khy; Ihy), k=0,1,...,N 4 1, corresponding to x-direction spatial discretization nodes for a
y-direction [ =0,1,...,M + 1, i.e. sorted in lexico-graphical order. So all values of «-th order x-direction derivative of
v(x; y) at these nodes are approximated using the discrete analogue of differentiation of arbitrary « order derivative:

u® = (Im ® By)v = BP v,
where
T
vl = (Ul(‘.)l‘), . UI(VO;), U](g), o, v,i,ofa,) , U= (U11,..., UNI, U12, ..., UNM) " »

and ® denotes the Kronecker product, for example, A ® B = [a;;B] is the np x mq matrix for the p x g matrix A and n x m
matrix B. Similarly, all values of «-th order y-direction derivative of v(x; y) at these nodes are approximated by:

T
vy =By v =By ® In)v, where vy = (Ul(‘f), v v,(\,‘),‘\j,) :

Until now, we have described enough mathematical tools and notation necessary for approximating a fractional order
derivative in variational image inverse problems using finite differences. To summarize, the discrete scheme of the fractional
Euler-Lagrange equation (10) is then given by

(u';“ + AT (HTOBEufIf) o (B u™) ) + (BY)T (HT(BS ullf) o (B§,"”u?“)))

oT (x +u™)

=u] —AAL(T(x+u") — R(x)) o

)

where (HZ(A))jj = AIT means a Hadamard inverse of a non-zero matrix A. The above represents a linear system

Gapu*! = (1 + At((BY)T DiagHT(BL w15, B + (BT Diag(HI(lB(y“)u?m))B(y‘”))U?“

T (x +u")

=u] —AAL(T(x+u") — R(x)) o

: (19)

ff

with Diag(A) the diagonal matrix of A.
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3.3.3. The overall algorithm

A semi-implicit scheme for a gradient descent method for Eqgs. (15) is implemented in our numerical experiments. For
motivation purposes of discretization of the Euler-Lagrange equation, we are going to utilize many extensive properties of
the Kronecker product. Firstly, if I is an identity matrix, then one has that (I ® B)T = 1® BT, (A® T = AT ® I. Further, if
X is an mq vector, the m x g matrix X is the reshaped vector x along its column, one has

q m q m
(A BYXli-tmss = 9 0 AuiBjaXir = (X BjaXir)(ANi = (BXAT)j;,

1=1 k=1 I=1 k=1

hence multiplication of the matrix A ® B to a vector x can be by the matrix scheme BXAT (ie. [(A ® B)x]s = [BXAT]]-J
with s = (i — 1)m + j). Therefore, «-th order derivative U,EO‘) of v(x; y) along x-direction at all nodes on 2 can be given by
matrix ByU, and similarly UBL for y-direction.

We consider a matrix approximation to the discrete semi-implicit scheme (19) evolving the Euler-Lagrange equation of

the fractional regularization system with 1 <« <2 as follows:

unt! 4 Ar(BL (HZ(|BNU”|§,) ° (BNU”“)) + (Hz(|U”B,{4|§,) o (U“+1B,{4)) BM) = F",

A(un)un+1

where U is an N x M-size reshaped matrix of vector u; and F}' is an N x M-size reshaped matrix of vector f{', By and By
are symmetric Toeplitz matrices as shown in Eq. (18).
To apply a CG method to Eq. (19), the next theorem guarantees the feasibility of our algorithms.

Theorem 3.2. For any NM x 1 vector ¢° and At > 0, G(¢°) is a symmetric and positive definite matrix.

Proof. From Eq. (19), for any non-zero vectors ¢ and ¥, we have easily
9GO = (6. GV
= At 9" (B Diag(HI (B ¢°15)) B + (BY)' Diag(HI(IBY ¢ 15)BS" ) ¥ + (¢, )

= At (B9, B W), + (BY9. BY ¥)n, ) + (@, )
with weighted positive matrices D = Diag(HI(|B,<(“)g00|§)) and Dy = Diag(?—[I(|B§,“)<p°|§,)). Especially, taking y = ¢, one
can show

oTG(@0)¢ = At(IBY 13, + IIBS 0l13,) + o1 > 0,

according to the definition of positive definite matrices, which proves that G(¢°) is a positive definite matrix. On the other
hand, the above equation indicated that ¢T G (¢®)y = ¥T G(¢%)¢, which shows that G(¢?) is a symmetric matrix. O
Remark 3.3. In the above proof, simply B,ﬂ“)u, Bﬁ,“)u and u are replaced by ByU, UB,@, and U respectively, then we show
easily that the matrices product generating the vectors inner product is positive, i.e., G(u®) is a positive definite matrix if
and only if the weighted matrices inner product (WU, U) =Y (3" Wy Uy;)U;; is positive, where W = AUY).

ij

A pseudo-code implementing the fixed point CG based iterative scheme is summarized in Algorithm 3.1:
Algorithm 3.1 (The total fractional-order variation image registration).

1.) Given initial values U? =0 for i =1, 2;

2.) Solve the linear system A(U})U; = F}' to obtain the unique solution U}”] by using the CG algorithm, where we supply
the multiplication Y = A(U}")U; implicitly for the algorithm;

up Uit
o < €

o If satisfied, stop and return U} := U?“; then update the registered image by image interpolation;

e else set n:=n+1 and return to 2).

3.) Check the stopping condition: max
1

For practical implementations, our algorithm is also stopped if the maximum number of evolving iterations is reached
ur-uitt

07|
€ > 0 (typically € = 10710 for a practical registration).

(usually it = 10000), or the relative error max in two consecutive iterative steps is smaller than a small number
1
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Table 1

Comparisons for the regularization parameter A-independence, where we fix o = 1.6.
r=e* 0.01 0.1 0.5 1.0 15 2.0 2.5 3.0 3.5 4.0 5.0 10.0 30.0
SSD(e®) 74.52 3.76 1.31 0.94 0.80 0.78 1.29 1.85 2.29 2.57 2.96 348 4.47
Re-SSD (%) 52.45 2.65 0.92 0.66 0.56 0.55 091 1.30 1.61 1.81 2.09 2.45 315

Table 2

Comparisons for the fractional order «-independence.
o 11 12 13 14 15 1.6 1.7 18 19
SSD(e®) 1.04 0.95 0.89 0.84 0.81 0.78 0.75 0.72 0.70
Re-SSD (%) 0.73 0.67 0.63 0.59 0.57 0.55 0.53 0.50 0.49

4. Numerical experiments

To illustrate the performance of our new model, some numerical results on several test problems are presented. Here we
first test the effectiveness and integrity of the proposed algorithm and then present comparisons with leading models for
registration. To assess ¢ (u(x)) = x + u(x), we compare

o the solution’s visual quality (including the errors between the registered image and reference image);

o the SSD (the Sum of Squared Differences) and the Re-SSD (the relative Sum of Squared Differences) values which are
given by [5,8]

SSD(Treg. R) |

1 2 d
SSD(T,R) = i Z(Ti’j — Ri,j) and Re-SSD(T, R, Treg) = SSD(T. R) ;

ij
e MFN (the mesh folding number) and MFR (the mesh folding ratio) values which are given as
MEN(¢ (1))
(V)

where T is the registered image of the template image T, det(J(¢ (u(x)))) denotes the determinant of the Jacobian

MFN(¢(u))=1j(det(](¢>(u(x)))) SO) and MFR(¢ (w)) = (20)

0910 9¢1(%)
J@) =005ty aony | at x and £(Q") denotes the number of nodes in the discretized grid Q".
BX] 3X2

It should be noted however that these valuation levels not always correlate with human perception, in real life situation,
such measures should be interpreted with some caution because the true solution is not known.

4.1. Tests for parameters a- and A-dependence

The purpose of this test set of examples is to show how sensitive our total fractional-order variation image registration
model is with respect to values of differential order o and regularization parameter A. On one hand, in image inverse
problems a regularization parameter A balancing the trade-off between a good fit to the data and a regular solution is
difficult to fix: if the value A is too large, then the corresponding displacement field u(x) is not one to one, while if too
small, it is a poor transformation for matching between reference and template images. On the other hand, the fractional
derivatives are defined using integrals which depend on the values of the function over the entire range of integration, so
they are non-local. Although in the recent years this non-local property is very useful and popular for constructing simple
material models and unified principles, it is a challenge to develop effective numerical computations and different o has
been devoted to different combination of the values of the function over the entire range of integration, hence leading to
different regularization properties of displacement field u(x).

Here we first assess how our model is affected when varying A. To this end, Algorithm 3.1 was tested for a synthetic
image with the results shown in Table 1, where a 256 x 256 piecewise constant circle image of range [0, 255] is needed
to register into a piecewise constant box image. Here A is varied from 0.01e=* to 30e~*. The selection of suitable A is
a separate but important issue because it is in general unknown a priori and it significantly affects on the qualities of
registered images as well as the algorithm performance [53]. However, for the range of tested in Table 1, the proposed total
fractional-order variation regularization model still obtains the satisfactory solution in a reasonable range of values A, so for
this example, the accurate selection of A is not needed as any A between 0.1e~* and 10e~* can give better results, and is
reasonable and recommendable. The relationships of SSD/Re-SSD and parameter A are shown in Fig. 3(a).

Next we test how our model with the total fractional-order variation regularization is affected for the above example
when varying the values of «; « is varied from 1.1 to 1.9, Table 2 shows that our model solves the total fractional-order
variation regularization image denoising inverse problem. As already discussed previously, the smaller & will lead to much



J. Zhang, K. Chen / Journal of Computational Physics 293 (2015) 442-461 455

10° * ; 1.1 ;
A
1 i
A
09 A B
10' F E
A
L A ]
v 08 A
¢ e A
v, . A
YA 07k Ye A
ol v Y | el
Y vy 06 T e ]
05F pIETE
10“ | | | 04 | | | | | | |
107° 10° 10 107 102 11 12 1.3 14 15 1.6 1.7 1.8 1.9
(a) different A (b) different a

Fig. 3. Test 1 — comparisons of SSD and Re-SSD for different parameters A and o.

(a) reference R (b) template T (c) Registered T_frac
250 250
200 200
~
150 150
100 100
50 50

_50 -50
-100 -100
-150 -150

w

200 200

-250 250

(d) T-R (e) T_frac-R (f) transformation (g) displacement field

Fig. 4. Test 1 - results (Re_SSD = 0.55%, MFN = 0 and MFR = 0%) of the example 1, where A =2.0e~* and o = 1.8.

more blocky (staircase) effects of the displacement field and the larger o will make solution u(x) more smoother. Their
dependent relationship is also shown in Fig. 3(b).

Further, for a fixed A =2.0e~* and « = 1.8, the solution results by the proposed Algorithm 3.1 based on CG fixed update
iterations are shown in Fig. 4 with the reference image and template image shown in Fig. 4(a) and Fig. 4(b), a registered
image from T to R is presented in Fig. 4(c). The dissimilarity between T and R shown in Fig. 4(d) is reduced into Fig. 4(e),
and the transformation of coordinate grid and displacement field u(x) are displayed in Fig. 4(f) and Fig. 4(g) respectively.

4.2. Tests for different pairs of fonts of alphabet

In order to exhibit the performance of our algorithm, a synthetic example of Alphabet registration problem from a font
(Apargjit font) to another font (Bodoni font) shown in the first and second rows of Fig. 5 is first implemented. Through
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BCDE

(a) reference R (b) reference R (c) reference R (d) reference R (e) reference R (f) reference R
(g) template T (h) template T (i) template T (j) template T (k) template T (1) template T
(m) T(uw) (n) T(u) (0) T(w) (p) T(w) (@ T(w () T(u)

Fig. 5. Test 2 - presentations of registration for different fonts of alphabet.

fassie:

e

i
(a) A (MFN=0,MFR=0%)  (b) B(MFN=0,MFR=0%)  (c) C (MFN=0,MFR=0%)

T

(d) D (MFN=0,MFR=0%)  (e) E (MFN=0,MFR=0%) (f) F (MFN=0,MFR=0%)

Fig. 6. Test 2 - transformation presentations for different fonts of alphabet (mesh plots).

employing the fractional-order total variation image registration algorithm to register the two groups of Alphabet images
where the second image is warped so that it is indistinguishable from the first one, the deformation minimizing the energy
functional implies a correspondence between the two shapes. As the deformation is calculated in the form of a deformation
field, we can display the transformation of the points on the first shape and see to which point on the other shape they are

deformed to, and the registered shapes shown in the third row in Fig. 5 and reference shapes are matched perfectly.

As is shown in Fig. 6, apart from a small influence from the smoothing of the deformation field, the results are in fact

the most plausible transformations to match those two groups of shapes.

Finally, we have also showed that the arrows in Fig. 7 indeed go exactly from one shape to the other, which is equivalent

to an exact match.
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(d D ( E (H F

Fig. 7. Test 2 - displacement fields for different fonts of alphabet (flow maps).

(a) Reference R (b) Template T (c) diffusion (Re_SSD=20.44%) (d) our fractional (Re_SSD=9.65%)

Fig. 8. Result presentations — comparisons between diffusion and our fractional.

4.3. Comparison with other variational models

It is of interest to compare our Algorithm 3.1 with other variational models in Section 2.3. Here we compare with the
diffusion model in Figs. 8-9 and with the elastic, linear curvature and the mean curvature models in Figs. 10-12.

Firstly, Fig. 8 shows the significance and the effect of using the non-local total fractional-order variation regularizer and
the diffusion regularizer. Carefully comparing Figs. 8(c)-(d), we notice that our new model deals with the MRI images better
than the diffusion model. From the errors T_diff and T_frac between the registered image to the reference R in Figs. 9(a)-(c),
we can see that our model reduces more efficiently the dissimilarity.

Secondly, the comparisons with some registration methods on a natural X-ray image are shown in Figs. 10-12. Note
that both the template and the reference have some patches of noise. These noises cause serious trouble for the elastic
and the linear curvature registration schemes. As is apparent from the picture sequence in Fig. 10(c)-(f), only the men
curvature model produces visually correct registration results which look as good as from our model. However the respective
displacement fields in Fig. 11 seem to suggest the opposite and, indeed, both Fig. 12 and its associated MFN values confirm
that our fractional-order model is the best as it has no non-physical folding of meshes.

4.4. Fractional-power of the gradient versus fractional order derivative

Finally we show another comparison. In recent years, motivated by compressed sensing modeling, fractional-power of the
gradient based regularizers has been used in many problems of scientific computing. Although this paper promotes the use
of fractional order derivatives based regularizers, it is of interest to compare our model with the following fractional-power
regularization image registration model
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(a) Error of R and T (Re_SSD=100%) (b) Error of T_diff (Re_SSD=20.44%) (¢) Error of T_frac (Re_SSD=9.65%)

Fig. 9. Dissimilarity presentations - comparisons between diffusion and our fractional.

(a) Reference R (b) Template T (c) Elastic (Re_-SSD=1 43%)

(d) Linear curvature (Re_SSD=3.80%) (e) Mean curvature (Re_SSD=0.77%) (f) Our fractional (Re_SSD=6.28%)

Fig. 10. Comparison of registered results of four different regularizers.

2
muin/Z|Vu,'|f’dx+ %/(T(x—i—u(x)) — R(x))?dx, (21)
i Q

Q i=1

using the same fraction 8. For the Lena deformation data, Fig. 13 presents results showing difference images before and
after registration. The difference images for fractional-power regularization registration (8 = 1.6) are visibly poorer when
our model as measured by the lowest registration error. Our proposed model with o = 1.6 is able to recover the known de-
formations in this case. The test shows that, while fractional-power based regularizers produce reasonable results, fractional
differentiation techniques could provide additional information when intensity contrast is insufficient or confounding [54].

5. Conclusions

The paper presented a total fractional-order variation based variational model for image registration. The use of a frac-
tional order variation has improved unsteady deformation (e.g. not one to one) over competing models when the differences
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(b) Linear curvature (c) Mean curvature (d) Our model

(a) Elastic

Fig. 11. Comparison of displacement fields for different regularizers (flow map).

(c) Mean curvature (d) Our model

(b) Linear curvature

(a) Elastic

=0%)

(MFN=0, MFR

=7.95%)

5210,MFR

(MFN=

56,MFR=0.09%))

(MFN=

=5.57%))

3651,MFR

(MFN=

Fig. 12. Comparison of transformations ¢ (u(x)) for different regularizers (mesh plot).
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between the reference and template images are large. We focused on the theories, efficiency and application of the total
fractional-order variation regularization with fractional order derivative and gave a numerical implementation of the new
model combining the semi-implicit update and CG solution to the discretized matrix approximation systems of the un-
derlying Euler-Lagrange equations. Numerical results show that the new model is more effective than the widely used
elastic, diffusion and curvature regularizers based models. There is much scope that remains to be explored in applying
fractional-order derivative to image applications.
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