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Abstract

Previous research in leadership succession focuses on establishing whether such an event has a positive

impact on the subsequent performance of an organisation. However, factors that can affect the effec-

tiveness of leadership change are not well understood. The aim of this study is to identify the causes

of first and second within-season head coach dismissals and estimate the impact of the two types of

dismissal on field performance using data from the Italian professional football league (Serie A). We em-

ploy inverse propensity score weighting together with machine learning techniques in order to mitigate

selection bias. Our analysis shows that the determinants of the two decisions are not identical in that the

second replacement is likely to be taken with greater caution. Despite this, we find some positive effects

of first dismissals on subsequent performance, whilst the second dismissals do not appear to make any

difference. These findings suggest that frequent changes in leadership are not favourable options even

when a recent replacement has not improved the situation. This could be because the potential benefit

of leadership replacement may be counteracted by disruptive effects, or a source of underperformance

may lie elsewhere rather than a manager.
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1 Introduction

Leadership succession is a critical event in any organisation, be it a political party, a corporation, or a sports

club. As such, this issue has been intensively studied in many contexts. For instance, as is evident from

the reviews by Giambatista et al. (2005) and Berns and Klarner (2017), CEO successions in publicly traded

companies have been an active research area in management. Farah et al. (2020) also provides a review

of studies related to leadership succession in different contexts, such as privately-owned businesses and

political organisations. In addition, professional sports clubs have been a popular field to explore the causes

and consequences of leadership succession, where the researchers have examined the impact of replacing a

manager or a head coach on a club’s performance (Rowe et al., 2005).

This study falls into the last category in that we will provide further evidence of the causes and conse-

quences of head coach dismissals using data from the Italian football league, although our findings can be

generalised to broader contexts of leadership succession. The previous studies in the domain of professional

football focus on establishing whether replacing a manager improves team performance, however, there is

little guidance on how to make such a decision. A recent study by Flepp and Franck (2021) fills this gap

by providing evidence that the consequence of dismissal depends on whether the decision was subject to

misperceptions of performance. In particular, the study indicates that to implement managerial changes

successfully, one needs to identify whether the poor performance is due to low manager ability or bad luck.

To better understand the conditions under which a managerial dismissal can bring about a favourable

outcome, we analyse the decision of replacing a manager more than once within a season. In particular,

we separately identify the determinants and estimate the impacts of the two types of managerial dismissals:

(1) first dismissals that occur in a given season (single dismissal), and (2) second dismissals that happen

following the first one within the same season (multiple dismissal). Such an analysis is economically relevant

in at least two ways. First, it helps us to understand how a principal (club) may adjust their expectation with

respect to the agent (manager)’s contribution to the productivity of working teams, given an (unfavourable)

outcome of the first replacement. Second, it allows us to understand how first and second dismissals are

operationalised in a causal analysis. Given that these two decisions could be motivated by different factors,

they could also affect team performance differently.

Our empirical study is based on observational data from the top-tier Italian football league (Serie A)

for the seasons from 2004/2005 to 2017/2018, where we observe 114 and 36 cases of single and multiple

dismissals, respectively. Firstly, we identify the predictors of each type of dismissal by forming appropriate

control and treatment groups for single and multiple dismissals and employing classification models. In

addition to logistic regression, which is normally employed in this context, we apply a machine learning
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algorithm, gradient boosting machine (GBM), to identify the most influential variables.

Whilst one can assume that a manager is likely to be dismissed when a club is performing poorly, whether

it is the first or second time in a given season, the set of specific predictors for each event could be different.

For instance, if a club has already replaced a manager yet the situation has not improved, they may revise

their belief on a manager’s role in the adverse outcomes; hence the decision to replace yet another manager

may be made with greater caution.

Allowing for the possible differences in the set of predictors between the single/multiple dismissals is also

important in order to take into account the pre-treatment differences between the treated and control groups

for the respective type of dismissal. A decision to dismiss a manager, like many other managerial decisions,

does not occur randomly. For instance, such decisions are more likely to be made when a club is performing

poorly. This means that one cannot simply attribute post-treatment differences to the treatment effects of

dismissal decisions, without taking into account the differences in the pre-treatment status that could also

affect outcomes. Therefore, to estimate the average treatment effects (ATE) of single and multiple dismissals,

we employ the inverse propensity score weighting (PSW) method, where such differences in pre-treatment

characteristics are taken into account through the weighting based on the propensity score, i.e. the predicted

probability of being treated.

Our main findings are the following. First, we find that the predictors of dismissals can depend on the

situation, specifically, whether a club has dismissed a manager in the specific season or not. For instance, a

rather crude measure of performance such as the average points obtained in recent matches can influence a

decision to dismiss a manager for the first time in a given season, as much as relative performance against

expectations can. On the other hand, our results suggest that the second within-season dismissal is mostly

influenced by relative performance. In addition, whilst the threat of relegation can increase the probability of

the first dismissals, it does not appear to affect the second dismissal decision. It is also shown that different

sets of managerial characteristics can influence the two types of dismissal. Our study also finds that the

consequences of single and multiple managerial changes can be different. In particular, whilst we find a

limited boost in club performance after the first managerial change, the second change seems to have no

impact on club performance. Therefore, if a club has not dismissed a manager in a given season, making

changes could be beneficial, although such positive effects could be short-lived. On the other hand, should

a club have changed a manager in a given season, going through yet another change does not make any

difference.

The remainder of the paper is structured as follows. Section 2 reviews related studies and offers our

hypotheses regarding the causes and consequences of single and multiple dismissals. In Section 3, we describe

our data set and variables used in the analysis. Section 4 then describes relevant empirical challenges and
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our methodology. We present our results in Section 5 and conclude our study in Section 6.

2 Related literature and hypotheses

2.1 Causes of dismissal

The relationship between a football club and a head coach can be characterised as a principal-agent (PA)

model, just as that of a firm owner and a CEO (Desai et al., 2018). Club owners invest in capital and

pay workers, including a head coach and players, to maximise performance. As a sports club, output that

will generate monetary revenue is (favourable) performance on the field. A club, therefore, hires a head

coach and delegates responsibilities for field management to him/her, who is specialised in training a squad,

creating a tactic, and game management. As is commonly the case in any PA relationship, the delegation

of tasks entails asymmetric information. In our example, from the point of view of a club owner, who has

inferior information in terms of sporting aspects, the effort level of a head coach is unknown since such input

is neither directly measurable nor observable. Furthermore, hidden information arises since the contribution

of a head coach towards production (match outcome) cannot be easily disentangled from that of players.1

Incentive theory suggests that the threat of dismissal improves effort by workers under an environment

characterised with asymmetric information, as documented in Kwon (2005) and Sparks (1986). In particular,

the use of dismissal threat in compensation of top management such as CEOs is investigated by Wang et al.

(2017), Jensen and Murphy (1990a) and Jensen and Murphy (1990b). Indeed, involuntary dismissal of a

head coach is a common practice in the world of professional sports. As a club owner, his/her interest is to

maximise a manager’s effort given the cost that entails such incentive design (firing and hiring a manager).

The decision is based on a signal or proxy of managerial contribution, such as realised match outcomes. A

head coach, in turn, exerts effort to maximise the probability of winning (hence minimising the probability

of being dismissed) with a given set of sub-ordinates.

As shown in the previous studies on the causes of managerial turnover, a football manager’s tenure is,

in fact, heavily dependent on field performance. The most common factors of dismissals are: falling short

of expected performance (van Ours and van Tuijl, 2016; Bryson et al., 2021b), a streak of unfavourable

match outcomes (D’Addona and Kind, 2014; van Ours and van Tuijl, 2016), and a threat of relegation (Tena

and Forrest, 2007). Although it is suggested to be of less importance, some studies also find managerial

1There is a strand of literature which looks into the contribution of a manager to organisational success. A study of the
largest U.S. firms by Bertrand and Schoar (2003) suggests that a wide range of managerial practices is affected by individual
manager effects. In the sports domain, Muehlheusser et al. (2018) and Peeters et al. (2020) provide further evidence that a
firm’s productivity depends on the quality of an individual manager after controlling for individual firm characteristics. In
addition, Frick and Simmons (2008) show that relative coach salaries have a significant impact on team efficiency. Therefore, it
is evident that a manager can affect a firm’s success. However, imperfect information remains in terms of the extent to which
a manager is responsible for a firm’s performance.

3



characteristics can affect the likelihood of dismissal. For instance, Bryson et al. (2021b) find that a less

experienced manager is more likely to be dismissed, after controlling for the recent performance. As is set

out in the introduction, one of our objectives in this paper is to identify the causes and consequences of a first

within-season replacement (single dismissal) and dismissal of a new manager following the first replacement

(multiple dismissal). To the best of our knowledge, this issue has not previously been investigated. We

conjecture, however, that the causes of these two types of dismissals may well be different, as we elaborate

below.

Traditional theories around managerial dismissal (Grusky, 1963; Gamson and Scotch, 1964) suggest that

performance should improve following dismissal if an incumbent is to blame for poor performance. When

a club dismisses a manager, therefore, the consequence of such an event reveals some information regarding

the factors contributing to the underachievement. If a post-dismissal performance bounces back, this may

indicate that a dismissed manager was indeed responsible for poor performance. On the other hand, if the

firm continues to stagnate, the problem may well lie out of a head coach’s control, hence they may seek an

alternative solution.

Yet, theoretically speaking, a new manager resulting from recent turnover is now under the watchful

eyes of a board, and he/she can be fired anytime based on realised match outcomes. Particularly, in the

context of professional sport, the majority of variables (e.g. playing talent and club’s finance) are fixed or

at most adjustable with limitations within a season. Therefore, a head coach may often be replaced with

the hope of turning a situation around, and this sometimes happens multiple times within a season. Given

the discussion above, however, a club may revise their belief about a manager’s role in adverse outcomes

based on an outcome of the recent turnover. If a recent dismissal turned out to be unsuccessful, the decision

to replace yet another manager might be made with greater caution. Accordingly, we test the following

hypothesis regarding the determinants of the single and multiple within-season dismissals:

Hypothesis 1 (H1): Causes of single and multiple dismissals are not identical, in that multiple dismissal

is considered with greater caution.

Studying this issue is relevant since factors that lead to a certain decision could affect the consequences

of such a decision, and therefore they need to be taken into account when evaluating their effectiveness. The

relevance is not limited to the methodological point of view; this would add to the literature by providing

some empirical evidence on how the outcome of the recent dismissal can influence the motivating factors to

dismiss yet another manager within a short period of time.
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2.2 Consequences of dismissal

Needless to say, one hopes leadership change (as a result of dismissal) will improve club performance. How-

ever, most of the previous studies suggest that there are no causal effects of managerial replacement on

performance. For instance, Scelles et al. (2020) and van Ours and van Tuijl (2016) estimate the consequences

of a managerial change in the French Ligue 1 and the Dutch Eredivisie, respectively. In these studies, the

control group is formed with counterfactual observations that followed a similar path of performance against

expectation, yet did not replace their manager. Considering all the remaining matches following an actual

and counterfactual turnover as treated, they identified a statistically significant improvement in both actual

and counterfactual cases. Therefore, these studies suggest that the seemingly positive effect of replacement

is, in fact, due to regression to the mean. Similarly, ter Weel (2011) and Bruinshoofd and Ter Weel (2003)

compare the subsequent performance of clubs that replaced their head coach with a control group formed

by untreated clubs with similar previous performance in the four post-turnover matches. Results in these

papers do not support the hypothesis that a managerial change improves performance.

However, the studies cited above, among others, primarily focus on establishing whether managerial

replacements are effective in improving club performance. Knowing specific circumstances or moderating

factors that may affect the consequences of dismissals would be useful for decision-makers. Muehlheusser

et al. (2016) and Flepp and Franck (2021) fill this gap by identifying some conditions under which a dismissal

can bring about favourable outcomes. Muehlheusser et al. (2016) find that a dismissal can positively influence

club performance, given that a club is homogeneous, i.e. the ability of the top and bottom players within

the squad is rather similar.2 Flepp and Franck (2021) also offer further insights into the consequences of

managerial dismissals by distinguishing “wise” and “unwise” cases, where the former is led by actual poor

performance on the pitch and the latter follows seemingly poor performance due to bad luck. They find that

“wise” dismissals can improve performance, whilst “unwise” dismissals have no impact.

This study aims to contribute to understanding factors that may affect the consequence of managerial

dismissal by distinguishing single and multiple dismissals as described above. Whilst no previous study com-

pares the consequences of the first and second within-season managerial replacements, there are some studies

in other professional sports and organisations that indicate that the frequency of leadership succession can

affect the effectiveness of such events. Boyne and Dahya (2002) and Gordon and Rosen (1981)’s hypothesis

predicts a negative relationship between the frequency of executive succession and its consequence. The

latter states that “too many managerial replacements in too brief a period can be disruptive to a unit”

(Gordon and Rosen, 1981, p.238).

2The authors suggest this is due to more intense competition among players to impress a new manager.
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Consistent with their theories, Kim et al. (2021) find that high frequencies of CEO turnover have a

negative impact on future performance in Korean firms. Khaliq et al. (2006) study CEO turnover in hospitals

and conclude that frequent managerial turnover can significantly reduce the morale of the workforce. In

sports literature, Hill (2009) finds a non-linear relationship between the number of occurrences of managerial

turnover and its impact on field performance in professional baseball teams. The latter study suggests that

a moderate incidence of managerial change could be successful, whilst a high frequency of such events

entails detrimental effects. It can be argued that constant managerial change can send an adverse signal to

workers, undermining their confidence in the firm and their leader, which in turn hinders a new manager

from implementing their strategies effectively.

Given the discussion above, one can argue that the first and second within-season dismissals can have

quite different impacts on subsequent club performance. In particular, our hypothesis is as follows:

Hypothesis 2 (H2): Consequences of single and multiple dismissals are not identical, in that single dis-

missal can have a positive impact, whilst multiple dismissal is detrimental to firm performance, or at most

ineffective.

3 Data

In order to test our hypotheses, we collected club-match level data from the top-tier Italian football league

(Serie A) that took place over the seasons from 2004/2005 to 2017/2018. During this period, the 20 most

competitive clubs in the country participated in the tournament each season. Akin to most of the domestic

professional football leagues in the world, the competition operates in a format of a round-robin tournament.

Hence, each competitor meets each other club twice during a campaign, once at its home stadium and once at

the opponent’s (away) stadium. Therefore, for any given season s, club i appears in each game week t, where

s ∈ {1, ..., 14}, i ∈ {1, ..., 20}, and t ∈ {1, ..., 38}. This gives a total number of observations N = 10, 640.

For each match, three points are awarded to a winner, none to a loser, and one to each competitor in case

of a draw. At the end of a campaign, a club with the highest accumulated points receives the championship

title, while the bottom three clubs are demoted to the second tier league (Serie B), and replaced by the

three most competitive clubs promoted from Serie B.

Our data set is suitable for the analysis of managerial turnover since the role of a head coach, whose

tenure can be terminated at any point during a season by a club owner, is akin to that of a top manager in

a corporation (Pieper et al., 2014). In particular, the fact that some clubs replaced their manager multiple

times in a given season facilitates testing for the possible differences in causes and consequences of single

and multiple dismissals. Moreover, such events are publicly observable with precise timing. This allows us
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to fairly specifically associate a match outcome with a particular manager’s contribution.

3.1 The treatment variable and treatment groups

The data set indicates a club i’s manager who was in charge at any specific time, i.e. a game week t in a

particular season s, and recorded as the variable Head coachits. Among other variables that are related to

match statistics, this information was obtained from the official website of Serie A TIM, which provides a

match report for the individual matches. Based on this, we define our treatment variable New coachits as

follows.

New coachits =


0 if Head coachi,t,s = Head coachi,(t−1),s,

1 otherwise.

(1)

Therefore, a club-match observation at time t is deemed to be treated (New coachits = 1), when club i

dismisses its manager after a match t − 1 in a season s, followed by a new coach in charge from a match

t onwards. In order to make sure any managerial replacement considered in the analysis is due to an

involuntary departure of a manager dismissed by a club rather than a voluntary decision or mutual consent

between the two parties, we consulted the archives from the official website of the league and individual

clubs, as well as the two most read national sports newspapers in Italy, Corriere dello Sport-Stadio and La

Gazetta dello Sport.3 Furthermore, in case a caretaker manager is introduced between the departure of the

outgoing manager and the appointment of a replacement, matches overseen by the interim head coach are

excluded from our analysis.4

Before presenting descriptive statistics, we form different treatment groups in the following fashion. First,

we split the sample into two sub-samples (Sample I and Sample II), for the two treatments, Treatment I

and Treatment II, defined as follows. Sample I consists of club-match observations where a match t − 1

does not lead to managerial dismissal (New coachits = 0) or lead to dismissal (New coachits = 1), given

that a club i has not replaced their manager in Season s. Thus Treatment I refers to a dismissal that

happens for the first time during Season s. Sample II, on the other hand, is represented by clubs which have

already replaced their manager in Season s, and either retain a new manager who replaced a first manager

(New coachits = 0), or replace them with yet another new manager after match t − 1 (New coachits = 1).

Therefore, Treatment II is a second dismissal that happens during season s.5 Thus, the average treatment

3We identified 15 cases of voluntary departures in the 14 seasons analysed in this study. As Bryson et al. (2021b) and Bryson
et al. (2021a) show, the motivations and outcomes of quits and dismissals are distinct from one another.

4During the relevant seasons, eight individuals served as caretakers amid a transition from an outgoing to an incoming
manager.

5There are very few cases where a club dismisses a manager more than twice in a given season. We do not consider these cases
since it is neither common enough to be of interest nor easy to form a counterfactual control group to evaluate the treatment
effect.
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effects (ATE) of each treatment are obtained by comparing the post-treatment performance between the

treated and control groups within the respective sub-samples. Finally, we refer to treated and control groups

in Sample I as Treated I and Control I, respectively, and those in Sample II as Treated II and Control II.6

Table 1 summarises the number of club-match observations that led to single and multiple dismissals,

and the number of corresponding control observations that did not lead to the respective type of dismissal.

During the 14 seasons, we observe a total of 114 single turnovers and 36 multiple turnovers. That is, on

average, more than 8 out of 20 clubs dismissed their managers at least once during a season, and almost

three clubs go through managerial dismissals twice within a season on average. Both single and multiple

treatments are observed in every season in our sample. For instance, AFC Fiorentina underwent managerial

change twice during their 2004/2005 campaign. After seven matches in the season, Emiliano Mondonico was

dismissed and replaced by Sergio Buso. He was then dismissed after 13 matches, and a new manager Dino

Zoff was appointed and was in charge for the rest of the season. Another example is Inter Milan in Season

2011/2012, where we observe the first turnover when Gian Piero Gasperini was dismissed and replaced by

Claudio Ranieri after just three matches of the season, and the second time in the dismissal of Ranieri, whose

role was taken over by Andrea Stramaccioni, the then vice coach.

However, there are many cases, 16 out of 36 cases to be precise, where a dismissed manager in the first

dismissal is re-hired following the second within-season dismissal. For instance, Massimo Ficcadeni was in

charge of Cagliari Calcio before the club fired him after the first ten matches of Season 2011/2012. His

replacement, Davide Ballardini, was eventually dismissed after 17 matches, which resulted in the re-hiring

of Massimo Ficcadeni. The reasons behind the re-hiring of a dismissed manager are likely to be related to

unique rules regarding head coach dismissals in Serie A. A head coach who is dismissed by a club is not

allowed to be hired by another club in the division for the remaining of the season. Meanwhile, a club is

obliged to pay the dismissed manager until the end of the season. This implies that the dismissed coach

is likely to be available, and the club may have the incentive to bring him back since he continues to be

paid regardless. The existence of the unusual rule in Italy could potentially limit the generalisability of our

results in terms of the likelihood of re-hiring the dismissed coach following the second dismissal.7

6In this context, treatment decisions are sequential in the sense that the second managerial change can only happen given
the first managerial change has occurred. Therefore, these events cannot be simultaneously captured in a multi-level treatment
variable.

7However, it is impractical to distinguish the two categories of second dismissal because of low numbers in each category.
Therefore, we recommend that future research examines the issue in other countries.
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Table 1: Number of treated and control units by seasons

Treated I, Control I, Treated II, Control II,
N = 114 N = 7,890 N = 36 N = 1,903

Season
2004/2005 7 604 1 111

2005/2006 7 588 4 81

2006/2007 9 578 3 128

2007/2008 8 562 5 118

2008/2009 8 578 3 120

2009/2010 11 480 3 203

2010/2011 9 579 2 128

2011/2012 10 478 4 210

2012/2013 8 543 2 157

2013/2014 10 524 3 170

2014/2015 5 623 1 100

2015/2016 9 563 2 122

2016/2017 5 631 2 86

2017/2018 8 559 1 169

3.2 Determinants of dismissals

An identification issue that typically arises in analyses of observational data is the endogeneity of treatment

assignment. That is, the treatment is not randomly assigned to individuals, hence there are fundamental

differences between those sorted to a treated group and those sorted to a control group. Following the

previous subsection, we have two types of treatment: the first dismissal that happens within a season (single

treatment) and the new manager dismissal after the first dismissal that occurs within the same season

(multiple dismissal). Therefore, identifying the determinants of the two treatments is important from the

methodological point of view, as further described in Section 4. At the same time, our aim is to test the

possible differences in the factors leading to these two types of dismissals.

Whilst there is no previous study which has differentiated the causes of the two types of treatments dis-

cussed above, there is ample literature that examines the causes of dismissals in general. For instance, using

the data from the top-tier football league in the Netherlands (Eredivisie) covering the seasons 2000/2001-

2013/2014, van Ours and van Tuijl (2016) show that within-season dismissals are most likely to occur at

clubs which accumulated negative “match surprise.” Match surprise refers to unexpected outcomes and is

captured by the difference between actual and ex-ante expected outcomes, where the latter can be measured

with, for example, betting odds. To illustrate the pre-treatment differences with respect to this variable,
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Figure 1: Kernel density of Cumulative surprise in treated and control groups

Notes: Each figure plots cumulative surprise on the x-axis and density on the y-axis in Sample I (Panel A) and Sample II (Panel B).
Each contains the densities for treated and control groups in the respective sample.

Cumulative surprise, the Kernel densities of this variable for treated and control groups for respective treat-

ment types are presented in Figure 1. Panel A compares the distributions of Cumulative surprise for the

treated and control groups for Treatment I (single dismissal), and Panel B compares those for the treated and

control groups for Treatment II (multiple dismissal). For both types of treatment, the underlying differences

between treated and control groups are noticeable. For both cases, cumulative surprise for the treated units

is mostly distributed below zero, whilst that for the control counterpart is distributed more evenly about

zero.

There are many other factors that are identified as a predictor of dismissal in the literature. The two

main categories are: (1) recent performance variables and (2) characteristics of a manager.

Predictors capturing recent team performance are most commonly found in prior research. The short-

term performance history measured with the most recent four matches (van Ours and van Tuijl, 2016) and

within a couple of weeks prior to the current match (D’Addona and Kind, 2014) are shown to be significant

predictors of involuntary departure of a manager. Unlike the cumulative surprise variable described above,

however, these performance indicators are considered a rather crude measure of performance since they

do not take into account expectations. Among others, Bryson et al. (2021b) provide evidence that league

position can also determine the likelihood of dismissal. Furthermore, Tena and Forrest (2007) find that

the threat of demotion is the most common factor in dismissal decisions. Whilst performance indicators

employed tend to vary across the studies, all the evidence points to a negative relationship between recent
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performance and the probability of dismissal.

Accordingly, in addition to the variable Cumulative surprise illustrated above, we examine the following

performance indicators: average points obtained in the most recent four matches (Point last four) and a

club’s current position in the league (Standing). Also included in this category are three dummy variables

to indicate whether the most recent match outcome was loss (Lost last), the most recent match outcome

was loss and took place at the club’s home stadium (Lost last home), and whether a club is under threat of

relegation (Relegation).

The second set of variables that could affect the likelihood of dismissals is the characteristics of a manager.

Whilst existing evidence is not as consistent as the one for recent performance, some studies suggest specific

managerial characteristics can also affect the chances of dismissal. For instance, Audas et al. (1999) show that

a manager’s age can influence the survival rate of football managers, whilst others (Frick et al., 2010; van Ours

and van Tuijl, 2016) find significant effects of their previous experience. Other managerial characteristics

such as their nationality and background have also been tested. Gilfix et al. (2020), for instance, provides

some evidence that domestic managers are less likely to be dismissed relative to those who are not nationals

of the country.

In our analysis, therefore, we examine a set of managerial characteristics that could potentially affect

the probability of dismissal. The information was obtained from various sources, with Tranfermarkt (trarns-

fermarket.com) being our primary source. Firstly, a manager’s general and industry-specific human capital

are measured with the number of years of experience (Experience years) and a dummy variable to indicate

whether a manager has previously worked in Serie A (Experience Serie A), respectively. We also add the

two dummy variables associated with managerial experience, one to indicate a new entrant to the labour

market (No experience),8 and the other to indicate a manager’s experience in professional leagues abroad

(Experience abroad). To take into account a manager’s recent participation in the professional football man-

ager labour market, we examine indicators of activity status in the most recent season (Active), as well as

that in Serie A (Active Serie A) in our models.

Secondly, a set of dichotomous variables regarding a manager’s background as a player are considered.

Specifically, they indicate whether a head coach had a playing career in professional football (Player) and

whether that included playing in Serie A (Player Serie A). Additionally, information regarding the position

played is indicated with the variable Player GK/DF, where Player GK/DF = 1 if a manager is a former

8Peeters et al. (2017) provide interesting findings regarding market failure in the football managers’ labour market, where
they show that an experienced manager has an excess advantage over a novice manager. By the time the firing decision is made,
however, the novice manager’s ability would have become public. Therefore, the mere fact that they have no previous experience
as a head coach should not affect the likelihood of dismissal, after controlling for the realised performance. Nevertheless, there
may be another type of hidden information, in the sense that a new manager’s particular ability to cope with the adverse
situation is yet to be realised. If a club were unwilling to take the risk of not being able to turn a situation around, or worse,
aggravating the situation, it may be more prone to fire a novice coach than the experienced.
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defender or goalkeeper and Player GK/DF = 0 otherwise.

Thirdly, association with the club is captured by dummy variables to indicate whether a manager has

previously served the club as a vice coach (Former vice), whether he is a former player of the club (Player

club), and whether the club is the last club with which he was a player (Player club last).

Finally, we examine two personal traits, nationality and age, where Italian takes 1 if a manager is Italian

and 0 otherwise, and Age measures their age in years.

In addition to the two groups of predictors described above, we include a variable Week9, which indicates

how far it is into the season, and a variable Days, the number of days between match t − 1 and match t.

Table 2 provides descriptive statistics of the pre-treatment status measured by the variables described above,

for the respective treated and control groups for the two types of dismissal.

Table 2: Descriptive statistics of treatment predictors

Variable Treated I, Control I, Treated II, Control II,
N = 114 N = 7,890 N = 36 N = 1,903

Cumulative surprise -4.27 (2.75) 1.32 (4.36) -3.27 (1.81) 1.20 (3.29)

Point last four 0.59 (0.41) 1.45 (0.76) 0.47 (0.41) 1.24 (0.73)

Lost last

0 16 (14%) 5,196 (66%) 5 (14%) 1,121 (59%)

1 98 (86%) 2,694 (34%) 31 (86%) 782 (41%)

Lost last home

0 71 (62%) 6,906 (88%) 20 (56%) 1,599 (84%)

1 43 (38%) 984 (12%) 16 (44%) 304 (16%)

Standing 15.51 (4.20) 9.07 (5.41) 17.33 (3.51) 14.32 (4.52)

Relegation

0 63 (55%) 7,226 (92%) 13 (36%) 1,324 (70%)

1 51 (45%) 664 (8.4%) 23 (64%) 579 (30%)

Experience years 11.30 (7.65) 12.23 (7.59) 14.75 (8.56) 13.42 (8.90)

Experience Serie A

0 25 (22%) 1,228 (16%) 5 (14%) 218 (11%)

1 89 (78%) 6,662 (84%) 31 (86%) 1,685 (89%)

No experience

0 108 (95%) 7,635 (97%) 34 (94%) 1,789 (94%)

1 6 (5.3%) 255 (3.2%) 2 (5.6%) 114 (6.0%)

Experience abroad

0 87 (76%) 5,625 (71%) 23 (64%) 1,191 (63%)

1 27 (24%) 2,265 (29%) 13 (36%) 712 (37%)

Active

0 16 (14%) 800 (10%) 10 (28%) 412 (22%)

1 98 (86%) 7,090 (90%) 26 (72%) 1,491 (78%)

Active Serie A

0 51 (45%) 2,385 (30%) 17 (47%) 792 (42%)

1 63 (55%) 5,505 (70%) 19 (53%) 1,111 (58%)

9We also include a squared term of Week (Week squared) in logistic regression specification, following Tena and Forrest
(2007).
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Player

0 12 (11%) 510 (6.5%) 5 (14%) 188 (9.9%)

1 102 (89%) 7,380 (94%) 31 (86%) 1,715 (90%)

Player Serie A

0 37 (32%) 2,707 (34%) 16 (44%) 661 (35%)

1 77 (68%) 5,183 (66%) 20 (56%) 1,242 (65%)

Player club

0 97 (85%) 6,630 (84%) 30 (83%) 1,533 (81%)

1 17 (15%) 1,260 (16%) 6 (17%) 370 (19%)

Player club last
0 108 (95%) 7,237 (92%) 35 (97%) 1,846 (97%)

1 6 (5.3%) 653 (8.3%) 1 (2.8%) 57 (3.0%)

Player GK/DF

0 74 (65%) 6,067 (77%) 26 (72%) 1,447 (76%)

1 40 (35%) 1,823 (23%) 10 (28%) 456 (24%)

Former vice

0 109 (96%) 7,659 (97%) 33 (92%) 1,794 (94%)

1 5 (4.4%) 231 (2.9%) 3 (8.3%) 109 (5.7%)

Italian

0 12 (11%) 778 (9.9%) 2 (5.6%) 186 (9.8%)

1 102 (89%) 7,112 (90%) 34 (94%) 1,717 (90%)

Age 49.33 (6.82) 50.33 (6.75) 52.42 (6.77) 51.10 (7.43)

Days 8.46 (4.56) 7.20 (3.53) 7.39 (3.17) 7.08 (3.14)

Week 16.34 (8.49) 17.12 (10.66) 25.69 (6.54) 24.44 (8.05)

Notes: Mean (SD); Frequency (%)

3.3 Outcome and control variables

As discussed in the earlier section, a club owner delegates the tasks that particularly involve sporting aspects

of the firm to a head coach, who normally possesses superior knowledge and experience in football. Sporting

success is, of course, one of the primary aims of a football club since the number of wins is directly and

indirectly translated into a club’s revenue. Hence, evaluating the treatment effect of managerial turnover

focuses on post-succession field performance. In particular, we measure the performance with average points

(Point) and goal differences(Goal dif ) in the subsequent matches.

Whilst the most common practice is to use all the remaining matches in the relevant season to measure

the post-treatment performance, it is the authors’ discretion to decide how long a manager is to be considered

as a “new” manager after their appointment. Since in principle, a club may be taking a decision over whether

to retain or replace the manager at any point in the season, a “new” manager is also subject to dismissal

from the day they arrive. Indeed, the focus of this study is on cases where a club replaces a manager more

than once in a given season. Therefore, we allow flexibility on the time window within which matches are

deemed to be treated.

More precisely, we examine the impact of managerial change on performance in the very first match after
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the change, as well as the average performance in the subsequent 5 matches, the subsequent 10, and for the

rest of the season, or until the next managerial turnover, if any, whichever occurs first. Should there be a

more limited number of matches than those exact time windows, we consider the average performance of

the available matches. Hence, we denote our outcome variables with a suffix which indicates the maximum

number of post-treatment matches considered to measure the performance. For instance, a variable Point 10

is the average value of points within the subsequent 10 matches in the post-treatment period. However,

should a manager be dismissed after 7 post-treatment matches, the variable takes the average points of these

matches.

To control for factors that could affect match outcomes other than the treatment assignment, we con-

struct the following control variables. First, a variable Home controls for home advantage measured by the

proportion of the matches that took place at the home stadium out of the matches with which we measure

the outcome variable. With the example of Point 10 demonstrated above, therefore, we control for the

proportion of matches held at a club’s home stadium out of the 10 post-treatment matches (Home 10 ).

In addition, the ability level of the club (Ability) and that of opponents (Opponent ability) are controlled

by the ability indicator constructed in the following manner. First, we take a club’s final position in the

league table in the preceding season, reversing the order so that, for example, the top club is assigned the

value 20 (and the bottom club would be assigned the value 1). The order is reversed to ensure that the

variable increases with club ability as captured by its performance in the preceding season. In cases where

a club had not played in the top division in the preceding season, it is assigned the value 1 (i.e. treated as

having been equivalent to the bottom club in the top tier). We obtain these values for the final positions over

the past four seasons, then take the weighted average with higher weights given to the more recent seasons

for each club.10 The variable Opponent ability is the average value of the ability indicator for the opponents

in the subsequent matches with which the outcome is measured. Again, when considering the preceding 10

matches, we take the average of strengths over the 10 corresponding opponents (Opponent ability 10 ).

4 Methodology

An important identification issue that arises in observational studies is that assignment of treatment is not

random, hence a direct comparison of outcomes in treated and control groups is not valid to establish a

treatment effect. This applies to this study where we aim to estimate the effects of single and multiple

dismissals since, as we will see, these treatments are more likely to be assigned to, for instance, clubs that

10More precisely, the weights given to the seasons s− 1, s− 2, s− 3, s− 4 are 0.5, 0.3, 0.15, and 0.05, respectively, where s
represents the current season. As reported in Dixon and Coles (1997), a club’s ability is better measured by recent performance
with increasing weights on the more recent information.
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are performing poorly. As discussed in Section 2, the main approach to this issue has been to apply various

matching techniques to form comparable counterfactual control groups. Our approach is different from those

used in these prior studies as we employ the inverse propensity score weighting (PSW) method (Imbens,

2000). Intuitively, this method virtually “randomises” the treatment assignment by giving higher weights to

“unusual” cases in treated and control groups. That is, if a treated unit has a lower predicted probability

of being treated, it will be given a higher weight since it resembles a control unit. Similarly, if a control

unit has a higher predicted probability of being treated, it will be given a higher weight since, although it

is a control unit, it resembles a treated unit. By doing so, the distribution of the predicted probability of

being treated, i.e. how likely a unit is being treated ex-ante, becomes similar between treated and control

groups, as if the treatment was assigned randomly. The ex-ante probability of being treated is the so-called

“propensity score,” and we obtain these for the two types of treatment using the respective subsamples. In

the following subsections, we provide further descriptions of the method and how to estimate outcome and

treatment assignment models.

Another common characteristic of observational data is imbalance class. That is, the number of treated

and control cases is often not approximately equal. This could be problematic particularly when imple-

menting machine learning techniques to obtain propensity scores. Therefore, in the last part of this section,

we explain how to deal with this issue using an over-sampling technique when estimating the treatment

assignment models.

4.1 Estimation of outcome model

The outcome model includes post-treatment performance as a response variable (yits), which is regressed

with a treatment variable (New coachits) as well as other control variables that can independently influence

the outcome variables (Xits = (Home, Ability, Opponent ability)) as follows:

yits = δ New coach its + β′Xits + εits, (2)

Since our aim is to estimate the treatment effect that could possibly be different for single and multiple

dismissals, we estimate the model (2) for the two types of dismissal separately, using the respective treatment

and control groups defined in Section 3. Then, δ is the ATE of a respective managerial dismissal, β is a

vector of parameters also to be estimated, and εits is a stochastic error component.

Following the discussion above, non-randomness of the treatment assignment means the ex ante proba-
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bility of being treated (Pr[New coachits = 1]) varies across individuals.11 Therefore, δ would be biased if the

factors that affect such probabilities are not taken into account. Accordingly, we employ inverse propensity

score weighting (PSW) to deal with this endogeneity issue. The method has been used traditionally in

medical research (Austin and Stuart, 2015) and more recently in social sciences (Morgan and Todd, 2008).

The PSW adjusts the pre-treatment differences between treated and control units by weighting the treated

units with the inverse of the predicted probability of receiving the treatment and the control units with the

inverse of the predicted probability of not receiving the treatment. The predicted probability of receiving

the treatment is the so-called propensity score, and the weights assigned to individual units are formally

defined as follows:

wits =


(P [New coachits = 1])−1, if New coachits = 1,

(1− P [New coachits = 1])−1, if New coachits = 0.

(3)

Again, since we estimate two types of treatment, we obtain the weights defined by the equation (3) sepa-

rately using the two subsamples. Once we have obtained each weight (wits) associated with the respective

treatment type, we can separately estimate the model (2) within the weighted regression framework for

each treatment. In addition, we estimate equation (2) with several post-treatment time windows as well as

different performance measures discussed in the previous sections.

4.2 Estimation of treatment assignment models

Following the discussion above, the estimation of the outcome model using PSW requires obtaining the

probabilities of receiving a respective treatment. Therefore, we first estimate the treatment assignment

models defined as follows:

P [New coach = 1] = f(Zits, γ), (4)

where Zits is a set of covariates that can affect the probability of receiving treatment, and γ is a vector that

reveals the importance of each covariate in Zits.

Whilst the estimation of the model (4) is a necessary step in the PSW procedure, we use this estimation

to test our hypotheses regarding the causes of single and multiple dismissals. To fit the model (4), we employ

two classes of classification algorithms: (1) logistic regression (LGT) and (2) Gradient Boosting Machine

(GBM) with decision trees. While the former is the most commonly used estimation method for propensity

scores in non-experimental causal analysis (Dehejia and Wahba, 2002), the use of Machine Learning (ML),

including the latter model, has recently been shown to be a competitive option.

11In contrast, under a randomised control trial, where a treatment is randomly allocated to participants with equal probabil-
ities.

16



In their reviews, Westreich et al. (2011) discuss the advantages and disadvantages of ML models against

a logistic regression in the context of propensity score estimations. Perhaps the most notable advantage of

tree-based models is the fact that functional forms are not required to be specified by a researcher. This

is particularly attractive since underlying covariates are most likely to interact with each other or have a

non-linear effect on the probability of treatment, and misspecification of functional forms may lead to a

failure in mitigating the bias. On the other hand, a possible disadvantage of decision tree based models is

the fact that the specific interaction of variables or polynomials cannot be identified, often referred to as the

“black box” nature of the model class. As noted in Olmos and Govindasamy (2015), however, this drawback

is not most concerning in this context, given that the aim of propensity score weighting is to mitigate the

underlying covariate imbalancedness, not to identify such functional forms.

GBM employed in this analysis is a machine learning algorithm to assemble a series of weak learners,

i.e. a classification model that alone does not have strong predictive power, in order to improve prediction.

Here a weak leaner used is typically a regression tree, as is the case in this study. Intuitively, decision

trees are sequentially built one after another to reduce prediction errors made by a previous learner until no

improvement can be made or the specified maximum number of tree M is reached. More specifically, a new

learner tries to model errors made by a previous learner and update this to a set of predicted values. By

sequentially assembling simple weak learners in this way, the bias can be reduced without compensating for

increased variance. As such, GBM models often outperform a single strong learner such as regression, which

is subject to trade-offs between estimation errors and biases.

In each iteration, a set of such predicted values, Fm(z) conditioning on covariates z, are obtained such

as to minimise a loss function given the previous prediction Fm−1(z), where m = 1, . . . ,M . Since our target

value is binary, the loss function can be characterised as a negative value of log-likelihood.12

The model complexity, however, increases in the number of decision trees. Therefore, to avoid over-fitting,

iterations are stopped where predictive performance is optimised on an independent data set rather than the

sample used to fit the models. We implement this early stopping using cross-validation (CV) errors.13

4.3 Imbalancedness of classes

Another common characteristic of observational data is that the proportion of each class, for instance, treated

and control, is often not even. In this study, the number of treated units in Sample I for single dismissal is

114, as opposed to that of control units being 7,890. Similarly, the number of treated units in Sample II for

multiple dismissal is 36, as opposed to that of control units being 1,903. This is problematic, particularly

12This corresponds to the parameter estimation by maximum likelihood, where log-likelihood is to be maximised. For the
formal presentation of the algorithm, see Friedman (2001).

13See, James et al. (2013) for more on early stopping.
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for ML models, since they can bias toward the majority class.

To cope with the class imbalancedness, therefore, we use a synthesised sample to fit the treatment assign-

ment models. Particularly, we employ the synthetic minority oversampling technique (SMOTE) proposed by

Chawla et al. (2002). This approach to imbalanced data involves under-sampling the majority class (control

groups) and over-sampling the minority class (treated groups) by synthesising data. More precisely, the latter

is done in the following manner. First, k-nearest neighbours with respect to a vector of covariates (possible

determinants of dismissals) are selected for a randomly selected member within the minority class. Second,

we randomly select one of the k-nearest neighbours and obtain the distance between this and the member of

the minority class under consideration. Finally, synthetic data is obtained where the difference is multiplied

by a random value within the range of (0, 1). In other words, synthetic data is a convex combination of

the two minority observations. This is repeated until the specified number of synthesised minority cases is

achieved. Then, randomly selected majority cases are also removed to achieve better class balance.14

The advantage of synthesising data points rather than purely duplicating members in the under-represented

class is that the former can not only enlarge the minority sample size but also introduce variations. As ex-

plained in Chawla et al. (2002), the subsampling method can improve predictions in classification models.

Table 4 summarises the compositions of each group and type of the treatments for all samples, and the

resulting synthesised samples. Within both Sample I and Sample II, the class imbalance is significantly

reduced in SMOTE samples relative to the respective original samples.

Table 4: The number of units in full and SMOTE samples

Sample I Sample II

Treated Control Treated Control

All 114 (1.424%) 7890 (98.576%) 36 (1.857%) 1903 (98.143%)

SMOTE 342 (42.857%) 456 (57.143%) 108 (42.857%) 144 (57.143%)

Notes: Table shows the number of units in the respective treated and control groups in Sample I and Sample II. The numbers are
presented for full and synthesised (SMOTE) samples.

Figure 2 visualises the standardised mean differences (SMD) between treated and untreated observations

for each treatment (Treatment I and Treatment II) and sampling type (full sample and SMOTE sample).

As the figures show, the synthesised sample preserves the underlying differences between treated and control

groups for each treatment type. Therefore, our treatment assignment models are fitted using the SMOTE

sample.

14More specifically, the SMOTE is implemented using the R function SMOTE, which uses k = 5 nearest neighbours and
synthesises minority cases until the number of extra minority cases generated is equal to 2∗(the number of minority cases in
the original sample). In addition, the majority cases are randomly removed so that the number of majority cases is equal to
2∗(the number of synthesised minority cases).
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Figure 2: Standardised mean differences (SMD) in predictors in full and SMOTE samples

Notes: Figure shows the SMDs in all the considered predictors for Treatment I (Panel A) and Treatment II (Panel B). Each panel
shows the SMDs between treated and control groups with full and synthesised (SMOTE) samples.

5 Results

In this section, we present the results from each step of our analysis. That is, we first present and discuss

the results related to the causes of the two types of dismissals, i.e. single and multiple dismissals, where

the logistic regression and GBM are fitted for treatment assignment models of the two. Then, we use the

GBM models15 to obtain the probabilities of each dismissal, i.e. propensity scores, and shows how well

the weighting based on these propensity scores can reduce the pre-treatment unbalancedness between the

respective control and treated groups. Finally, we present our results for the PSW estimators of the average

treatment effects of the single and multiple dismissals.

5.1 Predictors of single and multiple dismissals

Following the procedure explained in the previous section, we proceed with the analysis by fitting classi-

fication models (4). As discussed there, the models for single dismissal are trained with SMOTE sample

synthesised from Sample I, and those for multiple dismissal with SMOTE sample synthesised from Sample

15We select GBM for obtaining the propensity scores since it outperforms logistic regression in terms of balancing covariates,
as explained further below.
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II. The objective here is two-fold: to test the hypothesis regarding the motivations behind the two types

of dismissals (H1) and to obtain the predicted values of being sorted into a realised treatment group, i.e.

a propensity score. The classification models are estimated using (1) logistic regression and (2) Gradient

Boosting Machines (GBM), in which possible determinants of treatment assignments discussed in Section

3.1 are considered.

For logistic regression models, the final set of covariates to be included is selected by means of stepwise

regression with a sequential replacement algorithm, which combines forward and backward selection. Hence,

the predictors under consideration are iteratively added and removed until the lowest predictive error is

achieved. Following Bruce and Bruce (2017), errors are measured with the Akaike information criterion

(AIC).

Table 5 shows the logit estimates with selected predictors. Included in Column (1) are the parameter

estimates for the selected covariates in the treatment assignment model for Treatment I. The results suggest

that most of the indicators associated with recent field performance show a strong correlation with the

likelihood of Treatment I, the first dismissal that happens during a season. In particular, performance

exceeding the expectation (Cumulative surprise) and a streak of favourable outcomes in recent matches

(Point last four) are negatively related to the probability of dismissal. On the other hand, a loss in the most

recent match (Lost last) is associated with a higher probability of dismissal, with an additional effect when

the defeat was at the home stadium (Last lost home). Whilst a club’s interim league position (Standing)

itself does not appear in the selected model, there is a positive and significant effect of relegation threat

(Relegation). These results are fairly consistent with the previous findings.16

Furthermore, our results suggest that some of the variables related to managerial characteristics can

also influence dismissal decisions. For instance, having previous experience as a head coach within Serie A

(Experience Serie A) and being a former player (Player) are negatively associated with a manager being

dismissed. On the other hand, the probability of dismissal is higher when a manager has a previous experience

as a head coach in a foreign professional league (Experience abroad) and is a former defender/goalkeeper

(Player GK/DF ). Other managerial characteristics, such as experience in years, are not selected in the

model, suggesting that they are not an important predictor of the first dismissal.

The results further indicate that when there are more days between two matches, a club is more likely to

dismiss a manager (Days), and the coefficients on the variable Week and its quadratic term Week squared

suggest that dismissals occur more often as a season progresses, but such decisions are then made less often

towards the end of the season.

The counterpart estimates for the treatment assignment of Treatment II, the second dismissal that hap-

16See Section 2 above for a review of related literature.
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pens during the same season, are shown in Column (2), where we observe some inconsistencies. Particularly,

the variables Cumulative surprise and Point last four are selected for this treatment assignment model,

however, unlike that for the first dismissals, the predictors Lost last, Lost last home, and Relegation are not

selected. This may indicate that the second dismissal decisions are not as sensitive to external pressure as

the first dismissals.

Comparing the selected covariates in Columns (1) and (2), some of the managerial characteristics included

in the prediction of first dismissals are also present in the treatment assignment model for second dismissals,

whilst the effects of each characteristic are not consistent. For example, being a former player (Player)

and having experience as a head coach abroad (Experience abroad) have opposite effects on the likelihood of

second dismissals compared to those on the first dismissal decision. The second dismissals are further affected

by managerial characteristic variables such as being a former vice coach of the club (Former vice), which is

suggested to increase the probability of such events. It is not straightforward to decide which decisions are

more sensible based on which managerial characteristics affect each decision. However, the fact that different

managerial characteristics can influence the first and second dismissal decisions differently may suggest that

the club’s expectations or preference on particular managerial characteristics may be updated based on the

outcome of the recent dismissal.

Whilst the general trend with respect to weeks is again similar to the first dismissal case, the number of

days between matches does not seem to have an influence on the second dismissal decision.
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Table 5: Logit estimates of treatment assignment models

Dependent variable:

New coach

(1) First dismissal (2) Second dismissal

Cumulative surprise −0.387∗∗∗ (0.052) −0.958∗∗∗ (0.167)
Point last four −1.262∗∗∗ (0.318) −1.235∗∗ (0.564)
Lost last 0.962∗∗∗ (0.285)
Lost last home 0.680∗∗ (0.290)
Relegation 1.067∗∗∗ (0.299)
Experience Serie A −0.627∗∗ (0.296)
Experience abroad 0.715∗∗ (0.285) −0.810∗ (0.482)
Active Serie A −1.020∗∗ (0.456)
Player −0.924∗∗ (0.398) 1.567∗∗ (0.650)
Player Serie A 0.712∗∗∗ (0.266) 1.573∗∗∗ (0.544)
Player GK/DF −1.390∗∗ (0.541)
Former vice 1.327∗ (0.763)
Days 0.068∗∗ (0.031)
Week 0.299∗∗∗ (0.058) 0.676∗∗∗ (0.244)
Week squared −0.008∗∗∗ (0.002) −0.013∗∗∗ (0.005)
Constant −2.934∗∗∗ (0.741) −9.311∗∗∗ (2.922)

Observations 798 252
Log Likelihood −225.789 −71.782
Akaike Inf. Crit. 477.578 165.565

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01

Overall, the estimations of logistic regressions to predict the first and second dismissals indicate that

the predictors of these two events could be quite different. The findings from the alternative classification

model, GBM, are similar in that it also suggest that the factors affecting the single and multiple dismissals

can differ. With GBM, the predictive power of each covariate is measured in terms of relative influence.

As explained by Breiman (2001), this is computed by a percentage increase in misclassification rate when

randomly introducing noise to one variable at a time. These values obtained for each variable are then

normalised so that they add up to 100%.

Figure 3 illustrates the relative importance of the predictors that are assigned non-zero influence for the

predictions of the first dismissal (A) and the second dismissal (B). The most influential predictor of the first

dismissal is Point last four (36.9%), although Cumulative surprise is a close competitor (34.6%). On the

other hand, the second dismissal has one dominating predictor, Cumulative surprise (53.9%), with the second

most influential predictor being Point last four (12.4%). This indicates that the first dismissal is driven by

both absolute measure of performance (Four last point) and the relative performance against expectation

(Cumulative surprise), whilst the second dismissal is mostly influenced by the relative performance. It can be

argued that the second dismissal decision is less sensitive to the mere fact that a club has poorly performed on
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average in the recent matches, but such a decision may be made by taking into account realistic expectations.

Consistent with the logistic regression presented above, the first dismissals are affected by the threat of

demotion (Relegation), as well as the defeat in the most recent match (Lost last), which is not the case for

the second dismissal. Furthermore, the sets of managerial characteristics that can affect the two events are

again slightly different, although those predictors are shown to be of less importance.

The two classification models presented in this section confirm that the factors affecting the likelihood of

the first and second within-season dismissals could be quite different. In addition, our findings suggest that

the second dismissal decision may be less sensitive to the crude measure of performance, such as average

performance in recent matches and defeat in the most recent match, but instead motivated by a fairer

measure of performance i.e. performance against expectation. This is consistent with our hypothesis (H1).

Figure 3: Relative importance of predictors with non-zero influences

Notes: Figure shows the relative influence of covariate assigned non-zero influence. GBM models are fitted for Treatment I (Panel A)
and Treatment II (Panel B).

5.2 Estimation of propensity scores and covariate balance

In the previous subsection, we presented the fitted treatment assignment models to predict the first and

second managerial dismissal events using the two classification models, logistic regression and GBM. The

selected predictors vary across the two different dismissal types. On the other hand, the main predictors for

each treatment are fairly consistent regardless of the choice of a classification model.

Note that we used synthesised samples to fit the classification models due to imbalanced classification.

However, our aim is now to obtain the predicted probability of treatment for each individual unit. Therefore,

we now obtain the fitted values using Sample I and Sample II, i.e. the entire samples rather than the SMOTE
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sample that are used to fit the models.

It turns out that the performance of the two classification models in terms of predictability is not sig-

nificantly different from each other.17 Meanwhile, it is found to be the case that GBM outperforms logistic

regressions in terms of balancing underlying covariates differences between the treated and control groups

for both treatment types. Given that our aim is “virtual randomisation” of each treatment, we, therefore,

proceed with our analysis by obtaining the propensity scores with GBM.18

It is evident from the results presented in the previous subsection that managerial dismissals are not a

random event, i.e. there are significant differences between the treated and control observations in terms

of the pre-treatment conditions. This implies that any direct comparison between the treated and control

observations for any treatment types examined here is subject to selection bias. Therefore, there is a need

to adjust for the pre-treatment differences, and we do so using PSW described above.

The mean values and range of predicted values as well as the number of units in each treatment group

are summarised in Table 6. The first two rows include the statistics for the whole sample (Sample I and

Sample II for Treatment I and Treatment II, respectively). In addition, the bottom two rows include the

statistics for observations within the common support, i.e. the range where the propensity scores within

treated and control groups overlap. As expected, the predicted value of dismissal is higher in the treated

groups compared to those in the control groups for the respective treatment types. Furthermore, only one

treated observation is outside the common support for Treatment I, and all the treated cases are contained

within the common support for Treatment II.

Table 6: Summary of estimated propensity scores

Treatment I Treatment II

Mean Min. Max. N Mean Min. Max. N

Treated .6904 .0270 .9908 114 .7176 .2376 .9769 36

Control .1577 .0002 .9903 7890 .1648 .0006 .9884 1903

Treated (CS) .6878 .027 .9900 113 .7176 .2376 .9769 36

Control (CS) .2779 .027 .9903 4346 .5771 .2395 .9718 433

Notes: Table includes the summary statistics of estimated propensity scores for Treatment I and Treatment II. The first two rows
are the statistics related to the full sample, and the last two include those for the observations within the respective common support
(CS).

Now that the propensity scores for each treatment have been obtained, we examine how well PSW can

reduce the pre-treatment differences between the treated and control groups. Following Austin and Stuart

(2015) and Morgan and Todd (2008), we first obtain the standardised mean differences (SMD) in selected

17This is based on the evaluation metrics, AUC and balanced accuracy. See, Figure 6 and Table 9 in Appendix for details.
18We present the standardised mean differences of each covariate before and after applying PSW based on GBM later in this

section and those based on logistic regression in Figure 7 in Appendix as a comparison.
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covariates between the treated and control groups using a raw sample. Then, we obtain the weighted SMDs

using the weights defined by Equation (3) and the estimated propensity scores and observations within the

common support.19 Figure 4 presents the raw/weighted SMDs in the relevant covariates for Treatment I

(Panel A) and Treatment II (Panel B). The Figure suggests that weighting can significantly reduce the

pre-treatment differences in relevant characteristics in both cases.

Figure 4: Standardised mean differences of selected covariates before and after weighting

Notes: Figure shows the standardised mean differences (SMD) in the selected covariates between treated and control groups
for Treatment I (Panel A) and Treatment II (Panel B). Each panel includes SMDs for the respective raw and weighted
sample. The horizontal line represents the 95% confidence intervals. The weights used here are based on the propensity scores
estimated with GBM for each treatment.

5.3 Average treatment effects (ATE) on field performance

It is evident from the previous subsection that PSW can substantially mitigate the unbalancedness in the

important pre-treatment characteristics between treated and controlled units for each type of treatment.

As explained in Section 4.1, we therefore estimate our outcome models (Equation 2) by means of weighted

regression with PSW in order to obtain the ATE of each treatment. As response variables, average perfor-

mance in post-treatment matches within different time windows (subsequent one, five, and 10 matches, and

all the remaining matches in the relevant season) are obtained for points (Point) and goal differences (Goal

dif ). In addition to the treatment and response variables, we control for the strength of a club and their

opponent and home field advantage.

The estimation results of ATEs (the coefficients of our treatment variable New coach) for single and

19Whilst it comes with a cost (efficiency loss), using the observations within common support can further reduce the selection
bias (Rosenbaum and Rubin, 1983).
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multiple dismissals are presented in Table 7 and 8, respectively.20 Table 7 suggests that managerial change

resulting from the first dismissal in the season has no significant effects on the performance in the first

match immediately after the change. This is the case for performance measured with both points obtained

(Point 1 ) and goal difference (Goal dif 1 ). However, the first managerial change can improve performance

when we consider the average performance up to 5 post-treatment matches. In particular, the ATE on the

performance measured with average points (Point 5 ) are statistically significant at the 5% significance level;

whilst the ATE on the performance measures with average goal differences (Goal dif 5 ) is only significant at

the 10% significance level. These results are consistent when we include up to 10 post-treatment matches to

obtain the average performance (Point 5 and Goal dif 5 ). However, the positive ATE of the first dismissal

is only significant at the 10% significance level with the response variable Point 37, and it is not statistically

significant at any conventional significance level with the response variable Goal dif 37. Therefore, when we

include all the post-turnover matches in the remaining season, the effects of the first dismissal are no longer

robust. Overall, whilst the first dismissal does not immediately influence club performance, we observe a

limited boost in performance shortly after.

Contrarily, it is evident from Table 8 that the ATEs of the second managerial change are not significant

at any conventional significance level. Unlike the first turnover, therefore, the second turnover does not

influence the club’s performance at all. Therefore, the consequences of the first and second managerial

turnover are somewhat different, although neither type of dismissal has positive and significant effects in

the long run. This partially supports our hypothesis (H2), although the difference is not as clear-cut as we

initially expected.

Therefore, these results may justify a club’s decision to replace a manager, provided that they have not

done so already in the season, although the positive effects are not expected to be persistent. Although

our results do not suggest that a consistent managerial change can be detrimental, it still indicates that

undergoing yet another managerial change does not make any difference. This is in one sense ironic, given

that our results suggest that the second managerial dismissal appears to be made with more caution.

20The OLS estimates of ATEs are provided in Table 10 and Table 11 in Appendix as a comparison. This “naive” approach,
where the endogeneity of treatment assignment is not taken into account, generates somewhat different results from the ones
presented in Table 7 and Table 8.
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Table 7: PSW estimates: ATE of single dismissal on points and goal differences

Dependent variable:

Point 1 Goal dif 1 Point 5 Goal dif 5 Point 10 Goal dif 10 Point 37 Goal dif 37

(1) (2) (3) (4) (5) (6) (7) (8)

New coach 0.235 0.409 0.361∗∗ 0.483∗ 0.348∗∗ 0.470∗ 0.291∗ 0.429
(0.240) (0.387) (0.158) (0.250) (0.161) (0.253) (0.174) (0.263)

Observations 4,459 4,459 4,459 4,459 4,459 4,459 4,459 4,459
Log Likelihood −7,990.227 −9,090.177 −5,456.790 −6,802.615 −4,979.050 −6,427.112 −4,759.587 −6,279.965
Akaike Inf. Crit. 15,990.450 18,190.350 10,923.580 13,615.230 9,968.101 12,864.220 9,529.173 12,569.930

Notes: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01. Robust standard errors in parentheses. All models include control variables (club ability, opponent ability, and home advantage) associated with
the response variables.

Table 8: PSW estimates: ATE of multiple dismissal on points and goal differences

Dependent variable:

Point 1 Goal dif 1 Point 5 Goal dif 5 Point 10 Goal dif 10 Point 37 Goal dif 37

(1) (2) (3) (4) (5) (6) (7) (8)

New coach −0.265 −0.402 0.061 0.021 0.103 0.038 0.148 0.130
(0.214) (0.317) (0.130) (0.158) (0.120) (0.152) (0.119) (0.154)

Observations 469 469 469 469 469 469 469 469
Log Likelihood −833.997 −964.951 −602.062 −775.277 −561.534 −735.339 −544.708 −720.081
Akaike Inf. Crit. 1,677.994 1,939.901 1,214.125 1,560.553 1,133.068 1,480.678 1,099.416 1,450.162

Notes: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01. Robust standard errors in parentheses. All models include control variables (club ability, opponent ability, and home advantage) associated with
the response variables.
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The results discussed above were obtained using inverse propensity scores weighting (PSW). To check the

robustness of our results, we compare these results with the double-robust estimator of ATEs. The double-

robust estimation follows the PSW procedure, where the outcome model is estimated by means of weighted

regression with the weights based on the estimated propensity scores. In addition, this estimation includes

the covariates used to obtain the propensity scores in the outcome models, which can increase protection

against model misspecifications (Funk et al., 2011).

Figure 5 compares the estimated ATEs of single dismissal (Treatment I, left-hand side of each panel)

and multiple dismissal (Treatment II, right-hand side of each panel) for PSW (Panel A) and PSW with

doubly-robust estimation (Panel B). Outcome variables are again measured with average points (Point) and

goal differences (Goal dif ), and the maximum number of post-treatment matches used to obtain the average

performance are represented on the horizontal axis. The double-robust estimators of ATEs are very similar

to those estimated with PSW. However, the significance of ATEs on some performance measures changes

to some degree in that some become slightly more significant. For instance, the ATEs of first dismissals are

now positive and significant at the 5% significance level for both measures of outcome (Point and Goal dif )

when we consider up to 5 and 10 post-treatment matches. Overall, however, our conclusion remains: there

are limited positive effects of first dismissals, whilst second dismissals barely influence club performance.
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Figure 5: ATE under different estimation strategies

Notes: Figure presents estimated ATEs for Treatment I (left column) and Treatment II (right columns) with the 95% confidence
intervals. The horizontal axis (window) represents the maximum number of post-treatment matches included to obtain response
variables. The estimations are obtained with PSW (panel A) and PSW with a double robust estimator (panel B).

6 Conclusion

This study examines the causes and consequences of managerial dismissals by differentiating the first and

second dismissals that occur within a season. Firstly, in order to identify the causes of the two types of

dismissal, we employed logistic regression and GBM. Estimation results of the two classification models

indicate that the motivating factors of the two can be different. A first dismissal is likely to have followed

a sequence of poor results, measured by points-per-game in recent matches, and a series of matches where

outcome has been disappointing relative to expectation. Consistent with previous findings, such as in Tena

and Forrest (2007), the threat of relegation can also influence such a decision. On the other hand, the

dominating factor of the second turnover is suggested to be performance against expectation, and the crude
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measure of performance such as the average points in recent matches has much less influence on a decision

to dismiss another manager. In this sense, the second managerial dismissal appears to be considered with

greater caution, instead of acting upon the mere streak of unfavourable results. Overall, whilst the predictors

of the first dismissal are comparable with the findings from previous studies, for instance, van Ours and van

Tuijl (2016), those of the second dismissal could be quite different.

From the methodological point of view, the difference in the factors affecting the likelihood of the two

types of dismissal is a relevant concern. Specifically, in order to estimate the effectiveness of managerial

dismissals, one needs to take into account the endogeneity of such decisions. To do so, we employ PSW,

where the weights based on the propensity score, i.e. the probability of a club dismissing a manager, are

applied in order to make the treated and control groups comparable. Estimating the ATEs of the first

and second dismissals with PSW, therefore, requires obtaining the probability of the two types of dismissal

separately, using the relevant predictors for the respective treatment type.

We find that the consequences of the first and second managerial dismissals are also not identical. The

immediate effect of the first turnover is not statistically significant at any conventional significance level,

whilst some boost in performance has been observed when we consider up to 5 and 10 matches following

the turnover. The effect on the average performance for the rest of the season is, however, non-significant.

Despite our findings that indicate the second managerial change is likely to be made with greater caution,

the impact of the second dismissal is not statistically significant at any conventional significance level on

both immediate and extended post-treatment performance.

These findings add to the previous research on the causes and consequences of managerial dismissals in

professional football. The existing studies focus on establishing whether within-season replacements are in

general effective or not, and therefore they do not always provide guidance on how to make such decisions.

Our findings are more informative since they suggest that managerial dismissals should not be enforced so

soon after a recent dismissal since this is unlikely to make any significant difference. This can also add

to the understanding of the leadership succession effect in broader management literature. Our findings

provide some support for Boyne and Dahya (2002) and Gordon and Rosen (1981)’s hypothesis that frequent

leadership change within a short period of time is unproductive. Indeed, whilst it could be tempting to replace

leaders of an organisation whenever its performance is not favourable, constant changes in management are

unlikely to be beneficial.
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Appendix

Figure 6: Receiver operating characteristics (ROC) curves and area under the curve (AUC)

Notes: Figure plots ROC curves for logistic regression for treatment I (LGT1, Panel A) and GBM for Treatment I (GBM1, Panel A),
logistic regression for Treatment II (LGT2, Panel B) and GBM for Treatment II (GBM2, Panel B). ROCs represent the true positive
rate and the false positive rate at a given discrimination threshold for binary classification problems. A 45-degree line represents the
ROC when the binary classification was done by a random selection. Therefore, ROCs with the area under the curve (AUC)
significantly larger than that of the ROC of random selection, i.e. 0.5, exhibit a significant separability of the respective models. Also
presented in Figure are the values for AUCs as well as p-values associated with the Mann-Whitney-Wilcoxon (MWW) test with
H0 : AUC = 0.5 against H1 : AUC > 0.5 for each curve. The AUCs and MWW test suggest that all the models show significant
separability. The statistical significance of the differences between the two AUCs between the two competing models for each
treatment is tested using DeDong’s test, similar to MWW. The associated p-values are p = 0.162 for the comparison between LGT1
and GBM1, and p = 0.2833 for the comparison between LGT2 and GBM2.

Table 9: Balanced accuracy of classification models

Treatment I Treatment II

Logit 0.841 0.854

GBM 0.853 0.885

Notes: Balanced accuracy is defined by the arithmetic mean of true positive rate and true negative rate.
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Figure 7: Covariate balance with logistic regression

Notes: Figure shows the standardised mean differences (SMD) in the selected covariates between treated and control groups for
Treatment I (Panel A) and Treatment II (Panel B). Each panel includes SMDs for the respective raw and weighted sample. The
horizontal line represents the 95% confidence intervals. The weights used here are based on the propensity scores estimated with
logistic regressions for each treatment.
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Table 10: OLS estimates: ATE of single dismissal on points and goal differences

Dependent variable:

Point 1 Goal dif 1 Point 5 Goal dif 5 Point 10 Goal dif 10 Point 37 Goal dif 37

(1) (2) (3) (4) (5) (6) (7) (8)

New coach −0.136 −0.151 −0.034 −0.099 −0.059 −0.123∗ −0.075 −0.153∗∗

(0.113) (0.145) (0.061) (0.080) (0.054) (0.071) (0.050) (0.068)

Observations 8,004 8,004 8,004 8,004 8,004 8,004 8,004 8,004
R2 0.156 0.176 0.229 0.252 0.269 0.290 0.286 0.300
Adjusted R2 0.156 0.176 0.228 0.252 0.269 0.290 0.285 0.300

Notes: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01. All models include control variables (club ability, opponent ability, and home advantage) associated with the response variables.

Table 11: OLS estimates: ATE of multiple dismissal on points and goal differences

Dependent variable:

Point 1 Goal dif 1 Point 5 Goal dif 5 Point 10 Goal dif 10 Point 37 Goal dif 37

(1) (2) (3) (4) (5) (6) (7) (8)

New coach −0.333∗ −0.366 −0.046 −0.131 −0.025 −0.109 0.037 −0.013
(0.202) (0.253) (0.111) (0.149) (0.101) (0.135) (0.097) (0.129)

Observations 1,939 1,939 1,939 1,939 1,939 1,939 1,939 1,939
R2 0.116 0.147 0.148 0.155 0.170 0.181 0.181 0.193
Adjusted R2 0.115 0.145 0.146 0.153 0.168 0.179 0.179 0.191

Notes: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01. All models include control variables (club ability, opponent ability, and home advantage) associated with the response variables.
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