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Abstract

When treatment cannot be manipulated, propensity score analysis provides a practical approach to

making causal claims. However, it is still rarely utilised in leadership and applied psychology research.

The purpose of this paper is threefold. First, it explains and discusses the application of the method

with a particular focus on propensity score weighting. This approach is readily implementable since a

weighted regression is available in most statistical software. Moreover, using a double robust estimator

can offer protection against the misspecification of the model by including confounding variables both

in the treatment and response equations. A second aim is to discuss how propensity score analysis has

been conducted in recent management studies and examine future challenges. Finally, we illustrate the

method by showing how it can be employed to estimate the causal impact of leadership succession on

performance using data from Italian football. The case also exemplifies how to extend the standard

single treatment analysis to estimate the separate impact of different managerial characteristic changes

between the old and the new manager.
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1 Introduction

Causal claims are present in most empirical research reported in the leadership literature. For example,

analysts are interested in knowing the consequences of rewards (Fest et al., 2021), traits (Rockey et al.,

2021; Kiss et al., 2021), emotions (Sy et al., 2018) or previous experience (Zhang et al., 2021; Hopp and

Pruschak, 2020). However, while randomisation provides a failsafe way to provide causal evidence, this is not

always possible in social science. In particular, it is challenging to operationalise complex constructs, such as

leadership, in laboratory settings (Wofford, 1999) or in some cases to find situations in which key variables

such as perceptions, choice, emotions or behaviours are manipulated in natural experiments. Therefore, non-

experimental designs are sometimes presented as the only way to conduct research in social science. In this

setting, propensity score analysis (PSA) allows for counterfactual comparisons under the strong ignorability

assumption, which implies that conditional on observable variables, the potential outcomes are independent

of treatment1 status (Rosenbaum and Rubin, 1983). The application of PSA relies on the estimation of

the probability of receiving treatment, or propensity score (PS). The two most common PSA approaches

are propensity score matching (PSM) and propensity score weighting (PSW).2 They differ in the way they

transform the sample to be used in causal analysis. While PSM use PSs to form analogous treated and

untreated observations, dropping non-matched observations, PSW uses all individuals in the original sample

but weights them according to their PSs.

Despite the arguments for its use, PSA has been elusive in management research (Connelly et al., 2013;

Schmidt and Pohler, 2018). This apparent absence of interest was highlighted in Li (2013, p. 209): “To my

knowledge, no publications in the management field have implemented the PSM in an empirical setting, yet

other social science fields have empirically applied the PSM”, and Connelly et al. (2013, p. 416): “... most

organizational researchers who conduct quasi-experiments are generally not familiar with propensity scoring

and have not generally considered using this technique in their research.” Li (2013) and Connelly et al. (2013)

provide comprehensive and insightful introductions of these methods to management scholars. However,

almost one decade later, PSA is still rarely used in either the management or applied psychology literature.

In this respect, Schmidt and Pohler (2018) indicate that econometrics, or statistical methods developed/used

in economics, have been somewhat separated from other social sciences and underutilisation of PSA is perhaps

one example of such. They also attribute the unpopularity of PSA to the late arrival of statistical packages

to deal with non-binary treatment variables, which have only recently become available. Even with the help

1The word “treatment” originates from medical trials, where a certain treatment is given to the treated group, and no
treatment (or a placebo) is given to control or untreated group.

2Another approach known as propensity score stratification splits the treatment and control samples into similar groups
according to the distribution of PSs (Thoemmes and Kim, 2011). This method keeps the essence of PSM as it uses PSs to
match treated and untreated participants.
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of statistical packages, understanding of sophisticated automatic algorithms and programming knowledge

would still be required.

This paper supplements the previous tutorials in three ways. First, we explain practical issues associated

with the application of PSA in management, whilst primarily focusing on the application of PSW. This

method was initially proposed by Imbens (2000) and has been used in a variety of contexts, see Wooldridge

(2010). PSW uses the inverse of the PS as a weight to apply to each treated unit and the inverse of one

minus the PS as the weight to apply to each control unit (Imbens, 2000). Rather than relying on statistical

packages with matching algorithms, the implementation of PSW only requires the application of weighted

linear regression, which is readily available in most statistical software. However, despite its simplicity, most

of the applications related to propensity scores are in matching (Thoemmes and Kim, 2011).

A second aim of the paper is to show and discuss research examples in the recent literature in management

and applied psychology where PSA can be used. This represents another additional contribution compared

to Li (2013) and Connelly et al. (2013) where these applications were not present yet. We also discuss

previous studies that employ PSW with non-binary treatments.

Finally, our third purpose is to provide a practical example of how PSW can be used to study a leadership

topic. In particular, we estimate the consequences of involuntary within-season managerial change in top-tier

Italian football (Serie A) during seasons 2004/2005 - 2017/2018. Two aspects of this tutorial case are of

special relevance for management researchers. First, the example is written as a guide to implementing a

double robust procedure that uses both PSW and regression adjustment to mitigate bias due to observables

(Funk et al., 2011). In the standard PSW procedure, the treatment effect can be estimated within the

weighted regression framework, where the weights are based on the estimated PSs, in order to control for the

pre-treatment differences between clubs which dismissed managers and those which did not. In the weighted

regression model where outcome variable is regressed with treatment variable, additional factors that can

affect the outcome can also be included. However, an important limitation of PSW is that it is very sensitive

to misspecification of the PS model (Freedman and Berk, 2008; Stone and Tang, 2013). Moreover, PSW

does not perform well with small samples (Raad et al., 2020). Thus, to account for these concerns, our

tutorial example employs a double robust procedure that increases protection against model misspecification

by including the determinants of PSs in the weighted regression (Funk et al., 2011).

A second relevant aspect of the tutorial is that it adapts the approach to deal with multidimensional

treatment in PSW. In particular, we extend the analysis by considering leadership succession as simultaneous

changes in the different dimensions of managerial characteristics. Fourteen main managerial characteristics

are considered. They are related to age, experience, association with the organisation, most recent activity

(employment) status, and background. Our analysis shows that a positive outcome is expected following
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particular managerial characteristic changes. This highlights the importance of considering the different

dimensions in which treatment is operationalised by management researchers.

This paper proceeds as follows. The following section explains the principles of PSA and how to conduct

this type of research. Section 3 presents and discusses examples of the use of PSA in recent management

and applied psychology research. Section 4 provides the illustrative case on the causes and consequences of

head coach turnovers in Italian football. Some discussion on causal analysis in qualitative studies and the

role of PSA to complement this approach is presented in Section 5. Finally, we offer ideas for future work

and some concluding remarks.

2 Principles of propensity score analysis

2.1 The strong ignorability assumption

Causal analysis estimation would be straightforward in an ideal situation where we could observe the outcome

of a subject i when receiving the treatment, Yi(1), and not receiving the treatment, Yi(0). This causal effect

for unit i is defined as:

ci = Yi(1)− Yi(0). (1)

The challenge in identifying ci in social science stems from the fundamental missing data problem as we can

only observe one response per unit (Holland, 1986). Thus, the observed outcome for individual i becomes

TiYi(1)−(1−Ti)Yi(0), where Ti is a binary variable indicating treatment allocation. In this case, if treatment

is randomly allocated, we at least can obtain an unbiased estimate of the treatment effect, averaged over the

trial sample as treatment is unrelated to each person’s attributes and, therefore, independent of the potential

outcomes (Y (1), Y (0)) (Fisher, 1935).

Even when random treatment allocation is not possible, quasi-experimental designs allow for causal anal-

ysis by manipulating the treatment variable. These designs include, but are not limited to, simultaneous

equation, regression discontinuity, difference in difference and selection (Antonakis et al., 2010). The de-

scription and discussion of these methods are out of the scope of the present tutorial, and the interested

reader is referred to Antonakis et al. (2010) and Cook et al. (2002) among others.

Our goal is to introduce readers to the intuition and the assumptions of PSA in observational studies.

Attention is focused on the endogeneity associated with treatment allocation. Other validity threats are

discussed in Section 2.4.

To make causal analysis possible, Rosenbaum and Rubin (1983) pointed out the need to assume strong
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ignorability, which requires the fulfilment of the following two conditions:

(Y (1), Y (0))⊥T |X, (2)

0 < Pr[T = 1|X] < 1. (3)

Expression (2) is the unconfoundedness assumption which states that potential outcomes (Y(1), Y(0)) are

not affected by (or are independent of) treatment assignment, conditional on a set of observable variables

(X). This property (also referred to as ignorability, conditional independence or selection on observables) is

fundamental to the statistical estimation of causal effects. For this condition to be fulfilled, it is necessary to

assume that there are no observable variables other thanX simultaneously affecting the treatment assignment

and the outcome variable. However, it is not possible to test directly whether treatment assignment is

“ignorable” (Guo and Fraser, 2014). Thus, researchers must identify the right covariates based on theoretical

and empirical grounds.

Condition (3) is the overlap assumption. It means that every individual has a positive probability of being

assigned to the treated and control group conditional on X. Under the strong ignorability assumption, even

though randomisation is not possible, it is credible to remove pretreatment differences between the treated

and the control subjects in a sort of virtual randomisation (Rosenbaum and Rubin, 1983). The following

section explains how to apply this approach.

2.2 Steps in the analysis

The PS is the ex-ante probability of a treatment assignment conditional on a collection of observed baseline

variables (Rosenbaum and Rubin, 1983), which is estimated via prediction models for treatment allocation.

PSs can be used to identify individuals who are similar in terms of pre-treatment condition, but only differ

in treatment assignment (treated or control). Based on this, different types of PSA can be applied to adjust

a sample so that the covariates are more similar (“balanced”) between the treated and control groups, as

though the treatment were randomly allocated.

PSA typically comprises four steps, as illustrated in Figure 1. In the first step, a PS model is specified

as a function of observed variables related to pre-treatment conditions. Probit and logit models are the

usual approaches to estimate treatment probabilities (Caliendo and Kopeinig, 2008). A common practice

is to assess the accuracy of the estimated PSs predictions using a receiver operating characteristics (ROC)

curve and the area under the ROC curve (AUC). In a binary classification model, the ROC curve plots the

true positive rate (true positives divided by true positives plus false negatives) against the false positive rate
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(false positives divided by false positives plus true negatives).3 The AUC measures how well the probabilistic

model discriminates between treatment and control individuals, see DeFond et al. (2017) as an example of

the use of this measure in management studies. A greater AUC indicates a better predictive performance.

The precision-recall (PR) curve is an alternative to the ROC curve. It plots the precision (the number of

true positives divided by the total number of true and false positives) versus the recall (the number of true

positives divided by the total number of true positives and false negatives). PR curves are recommended for

imbalanced data, where the distribution of classes is severely skewed towards one or the other. In this case,

ROC curves may provide an excessively optimistic view of performance (Branco et al., 2017).

The second step differs between PSM and PSW, the two different “virtual randomisation” strategies.

The former employs an algorithm to find pairs of individuals in the treatment and control groups with

similar PSs. Several alternative algorithms can be used for this purpose. As indicated in Figure 1, PSM

links n individuals in the treatment group to their closest m individuals in the control group according to

their estimated PS. One of the most popular, nearest neighbour matching, finds one or more units with the

closest PS within the control group for each treated individual (i.e. 1:1 or 1:m). The process is repeated

until no observations are left in the treatment or control group. An alternative approach, optimal matching,

uses the whole sample to determine matched observations with the smallest average within-pair absolute

PS differences (Rosenbaum, 1989). Genetic matching considers not only PS but also specific covariates to

determine the set of weights (Diamond and Sekhon, 2013). Figure 1 also indicates that these algorithms

can differ in other dimensions. For example, a match could be with or without replacement depending on

whether or not the controlled matched subject is reintroduced to the control group for next-round matching

to be used again. Matching can be restricted to not surpass a maximum PS distance for matched pairs.

This maximum distance is denoted as the caliper width. One can also consider a pair of 1:1 matching or any

other n:m matching (where n and m are integers).

Matching algorithms become especially cumbersome in the case of multiple or continuous treatments.

In the former case, it is still possible to estimate PSs using multinomial logit or probit models and make

paired comparisons with a reference treatment group. For example, Hopp and Pruschak (2020) deal with this

problem by separately estimating the effect of each treatment using PSM, and they explain that results are

robust to a multinomial treatment estimation of PSs. A problem with this approach is that, because some

observations are dropped during matching, each paired comparison may be based on different individuals.

In the case of continuous treatment, Hirano and Imbens (2004) present a matching approach based on

estimating the treatment dose rather than its PS.

Another potential issue with PSM is that it requires many individuals, especially in the control group.

3A true positive (negative) occurs when the model correctly predicts treatment (control).
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Moreover, certain matching schemes may not use a large number of observations. Contrarily, PSW, in

principle, retains all the observations (Guo and Fraser, 2014). A second advantage is its simplicity. In the

PSW approach, a weight allocated to each individual is defined by the inverse of the estimated PS for a

realised treatment status. Intuitively, a treated unit with a low probability of being treated is given a high

weight, and a control unit with a high probability of being treated is also given a high weight. In doing so, the

distribution of the ex-ante probabilities of being treated become similar across the treated and control groups,

as though the treatment were assigned randomly. Therefore, the second step in PSW only involves obtaining

these weights to be employed in a weighted regression, similar to the application of sample or survey weights,

commonly used in social sciences. Furthermore, this approach can be relatively easily generalised to multi-

treatment cases, as in Schmidt and Pohler (2018) and Love et al. (2017). While weighted regressions are

readily implementable with most of the statistical software available, applying matching algorithms typically

requires becoming familiar with specialist tools such as matchIt in R or psmatch2 in Stata.

The third step is common to PSM and PSW and consists of testing for balance in covariate distributions

between the treatment and the control groups. The general idea of these checks is to compare differences

between the treated and the control group before and after matching or weighting. Two common approaches

are (1) the standardised bias, which assesses the distance in marginal distribution of the X variables, and

(2) a two-sample t-test to check whether there are significant differences in covariate means for both groups

(Rosenbaum and Rubin, 1985). If these tests are not completely successful, some remedial measures are

advised, such as including interactions terms in the PS estimation (Caliendo and Kopeinig, 2008).

The final step in PSA consists of estimating the impact of treatment on the variable of interest. Although

the pre-treatment conditions between treated and control groups are balanced through the previous step, it

is customary to conduct this estimation in a multiple regression analysis. This regression has two purposes.

First, it can be used as a double robust procedure where treatment determinants are included to further

protect against the bias due to observables (Funk et al., 2011). Furthermore, it also allows controlling for

additional factors that can potentially impact the response variable after treatment. As noted above, in

case of PSW, the step follows weighted regression, which directly applies the weight defined in step 2.4 In

general, two main definitions of treatment effects are considered: the average treatment effect (ATE) and the

average treatment effect on the treated (ATT). The decision on which of the two causal effects are estimated

depends on the researcher’s interest and the PSA method employed. For instance, consider a PSM design

such that, for all treated individuals, the closest individual in the control group is matched. By averaging

the differences in the outcomes of these two groups, we would estimate the ATT. However, by evaluating

4Weights obtained from PS estimates should not be confused with weights in survey sampling. While the former tries
to address endogeneity in the treatment assignment, the latter is intended to adjust the sample data to reflect population
attributes.
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the impact of treatment on the whole weighted sample, PSW provides an estimate of ATE.

Propensity score
(PS) estimation

• Logit/probit model

• Machine learning

Propensity score
weighting (PSW)

• Obtain weights ac-
cording to the inverse
probability of treat-
ment status.

Propensity score
matching (PSM)

• n:m neighbours match-
ing

• with/without replace-
ments

• with/without calipers

• etc.

Balance diagnostic

• Standardised mean
differences

• Variance ratios

Estimation of
treatment effects

• PSW -Average treat-
ment effects (ATE)

• PSM -Average treat-
ment effect on treated
(ATT)

Poor covariate balance

Figure 1: Steps in propensity score analysis

2.3 A simulation example

The approach described in the previous section only provides reliable causal estimates under strong restric-

tions. This section considers a simple simulation to illustrate better the importance of the strong ignorability

assumption in causal analysis under PSW. We assume that the outcome variable depends on the impact of

treatment ci and an idiosyncratic component γi according to the following function:

Yi = ciTi + γi, (4)

However, rather than imposing the same treatment effect on all individuals in the sample, we assume that

the sample population is divided into two groups. We also assume that treatment has a more favourable

impact for the first than for the second group. For example, Connelly et al. (2013) studied the effect of

test coaching on SAT scores. They explain that low performing students are more likely to benefit from

test coaching (and therefore more likely to seek out it) than high performing ones. Similarly, Schmidt and

Pohler (2018) note that observed employee satisfaction affects the level of interest in high-performance work

systems investments. The assignment of treatment is not random, hence the characteristics that determine

the treatment assignment has to be taken into account for the unconfoundedness assumption to be satisfied.
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In our simulation, for a sample of size N , there is an equal number of individuals (N/2) in each group.

We also assign values 10 and -1 to ci for groups 1 and 2, respectively. The idiosyncratic parameter is assumed

to follow a normal distribution with zero mean and unit variance. According to these figures, the true ATE

is 4.5. However, we simulate the model under three different scenarios to evaluate the importance of the

unconfoundedness assumption. The first one assigns treatment with a probability of 0.5 to each individual

in the sample. The second scenario assumes that, because treatment is more appealing to the first group,

individuals in the first and second groups choose treatment with probabilities of 0.8 and 0.2, respectively.

Finally, the third scenario considers the same probabilities as the previous one but weights treated and

untreated outcomes by the inverse of their respective PSs. Regardless of the scenario, ATE is computed as

the difference between the average outcome of those who receive treatment and control.

Table 1.A. shows the median and 95% intervals of the 10,000 ATE estimates in each of the three scenarios

described above. It stands out that, if no correction is made, a nonrandom treatment allocation generates

a biased ATE estimate (scenario 2). This is because, in this case, we are not taking into account that

treatment is endogenous, and the first group prefers it. However, the ATE estimate is close to the real one

under random allocation. Moreover, the estimation precision increases with the number of observations.

When we turn our attention to the third scenario, we observe similar results to those obtained under random

allocation. However, we must highlight that we get this result under two strong assumptions. First, we

know treatment probabilities in each case, ignoring how confounders have been used to obtain them. The

second assumption is that, to apply the correction, it is necessary to impose the overlap assumption, i.e.

each individual has a strictly positive probability of being treated and not treated.
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Table 1: Estimation of average treatment effects (ATE) using Monte Carlo simulation. (True ATE = 4.5)

A. ATE estimates with known treatment assignment probabilities

Randomised assignment Endogenous Assignment Inverse PSW

Observations Median
ATE

MCE(I) %Bias(II) 95% Cov-
erage (III)

Median
ATE

MCE(I) %Bias(II) 95% Cov-
erage (III)

Median
ATE

MCE(I) %Bias(II) 95% Cov-
erage (III)

N = 100 4.489 0.602 -0.299 0.950 7.824 0.551 73.964 0 4.545 0.874 2.600 0.946
N = 1, 000 4.498 0.185 -0.048 0.950 7.802 0.173 73.415 0 4.504 0.265 0.293 0.951
N = 10, 000 4.501 0.059 0.005 0.951 7.800 0.056 73.324 0 4.500 0.085 0.005 0.951

Notes: The number of Monte Carlo simulations is 10,000 in all cases. Randomised assignment treats each individual with a probability of 0.5. Endogenous assignment treats individuals
with probabilities of 0.8 and 0.2 in groups 1 and 2. Inverse propensity score weights outcomes of treated and untreated individuals with the inverse of their respective probabilities. (I)

MCE =

√
V ar( ̂ATER); (II) %Bias = 1

R

∑R
r=1

̂ATER−ATE

ATE ∗ 100; (III) coverage = 1
R

∑R
r=1 I[ ̂ATER − 1.96ŝe( ̂ATER) ≤ ATE ≤ ̂ATER + 1.96ŝe( ̂ATER)].

B. ATE estimates with estimated treatment assignment probabilities

Relevant covariates Non informative covariates All covariates

Observations Median
ATE

MCE(I) %Bias(II) 95% Cov-
erage (III)

Median
ATE

MCE(I) %Bias(II) 95% Cov-
erage (III)

Median
ATE

MCE(I) %Bias(II) 95% Cov-
erage (III)

N = 100 4.668 0.830 3.793 0.939 7.822 0.567 73.949 0 4.703 0.963 4.272 0.938
N = 1, 000 4.514 0.259 0.145 0.948 7.804 0.174 73.433 0 4.526 0.269 0.248 0.951
N = 10, 000 4.503 0.080 0.021 0.951 7.800 0.055 73.336 0 4.503 0.081 0.021 0.945

Stepwise selection Lasso selection

Observations Median
ATE

MCE(I) %Bias(II) 95% Cov-
erage (III)

Median
ATE

MCE(I) %Bias(II) 95% Cov-
erage (III)

N = 100 4.688 0.910 4.000 0.939 5.415 0.639 20.862 0.719
N = 1, 000 4.525 0.267 0.249 0.952 4.734 0.252 4.992 0.858
N = 10, 000 4.503 0.081 0.021 0.946 4.570 0.082 1.542 0.864

Notes: The number of Monte Carlo simulations is 10,000 in all cases. PSs are estimated using logit models. Relevant covariates: estimate PS including group information and
treatment+noise. Stepwise and lasso selection estimate PSs using group information, treatment + noise and three additional noise variables. All covariates estimate PSs, including the five

covariates. Noise is always generated from standardised normal processes. (I) MCE =

√
V ar( ̂ATER); (II) %Bias = 1

R

∑R
r=1

̂ATER−ATE

ATE ∗ 100; (III) coverage = 1
R

∑R
r=1 I[ ̂ATER −

1.96ŝe( ̂ATER) ≤ ATE ≤ ̂ATER + 1.96ŝe( ̂ATER)].
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In the second set of simulations, we address the issue of how confounders can be used to estimate

treatment probabilities under different strategies. In particular, we assume that the analyst can observe

five variables. The first two variables are: (1) the group and (2) the treatment decision contaminated

with noise (a standardised normal variable). Additionally, the analyst observes three standardised normal

variables that do not report any information about the probability of treatment. Treatment probabilities

are estimated with logit models under four different strategies. The first one is a model that only includes

the two informative variables. The second and third models consider the five confounders and select them

according to a stepwise regression based on AIC and Lasso approach. The final strategy includes the five

variables in the model. The estimated values under each method are used to weight treated and untreated

outcomes by the inverse of their respective probabilities.

Table 1.B. shows the results of this simulation exercise. It can be noted that estimating PSs reduce

the precision of the ATEs estimates in all the approaches. However, if the model includes the relevant

variables, final estimates converge to the real ones when N increases. When we compare the two model

selection strategies, the stepwise based on AIC outperforms the lasso procedure. Of course, we cannot draw

firm conclusions from this simple exercise. However, simulations in the previous literature also highlight

the importance of over-specifying the propensity score (Millimet and Tchernis, 2009; Millimet et al., 2010).

Overall, these results indicate that PS estimation negatively affects the estimation precision. However, when

N increases, if the model includes the true determinants of treatment, the estimated ATE will converge to

the real one.

2.4 Other validity concerns

In the previous sections, we have argued that PSA can remove endogeneity associated with treatment

allocation if we assume strong ignorability. However, other validity concerns may remain in the analysis

even if this assumption is satisfied. A definition of the most prominent causal threats can be found, for

example, in Cook and Campbell (1976) and Crano et al. (2014). Podsakoff and Podsakoff (2019) summarise

the main validity threats and provide illustrations from the leadership literature. These concerns can be

split into internal and external validity threats. Internal validity requires correctly attributing differences in

the dependent variable to treatment variations. That is, Podsakoff and Podsakoff (2019) identifies potential

validity threats due to selection, history, maturation, testing, instrumentation, regression, mortality and

selection by maturation interactions.

Depending on the characteristics of the observational sample, some internal validity threats can be

particularly relevant in PSA. In particular, the history threat is a consequence of the external events affecting
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individuals over time between the impact of the treatment and the instant when the dependent variable is

observed. Unlike history, maturation is related to external events but to the way individuals evolve over time.

For example, they may become older, more tired or less motivated than at the time of treatment. History

and maturation threats increase the larger the length of time between the treatment and the measurement of

the response variable(s) (Podsakoff and Podsakoff, 2019). For example, testing the long term consequences

of educational decisions (Hopp and Pruschak, 2020) or previous military experiences (Zhang et al., 2021)

requires dealing with history and maturation threats. However, looking at short-term reactions of the

dependent variable(s) could be also problematic if the analysis involves situations where the treatment

requires some time before having its effect. For instance, some time is needed to assess the final impact of

training on workers’ productivity. Therefore, coping with this problem requires estimating the sensitivity of

estimates to using different periods and controlling for all the possible factors affecting the dependent variable.

These issues are particularly worrying when there is an interaction of selection with history and maturation.

Another example of an internal validity concern often present in observational samples is attrition. The

Heckman two-step model can be used to mitigate this threat (Heckman et al., 1999).

However, even where these internal validity conditions are fulfilled, a fundamental research question is

the generalisability of causal effects to other settings. In particular, two main external validity concerns are:

(1) generalisability of operationalisations and (2) generalisability of results to other places and participant

populations. Validity of operationalisations concerns the correct identification of the treatment and response

variables and the underlying relationship between them. A “treatment” could have many different meanings.

In PSA, this concern requires estimating the different impacts of different treatment intensities or subgroups

in observational samples. Section 3 shows examples of multi-treatment situations. For example, Boivie et al.

(2016) and Hopp and Pruschak (2020) show how to conduct such analysis using PSM while Schmidt and

Pohler (2018), Love et al. (2017) and the tutorial case in Section 4 employ a PSW design.

Generalisability can also be an issue under these designs as results could depend on the specific sample

used in the analysis. As in experiments, a way to overcome this problem is to repeat the estimation analysis

with different samples (Li et al., 2021) or combine experimental and non-experimental designs (Carton et al.,

2014).

3 PSA in management and psychology research

Propensity scoring is still rarely used in the management and psychology literature. To illustrate this

issue, we explored the same top-tier journals surveyed by Antonakis et al. (2010) in their review of causal

analysis: Academy of Management Journal, Journal of Applied Psychology, Journal of Management, Journal
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of Organizational Behavior, The Leadership Quarterly, Organizational Behavior & Human Decision Processes

and Personnel Psychology. We add The Strategic Management Journal to this search as it is an FT50 journal

that contains some examples of PSA in management.

Initially, for the purpose of comparison, we considered 4,330 abstracts in these journals from 2015 to

20225. In this search, the term “propensity score” appeared in 8 abstracts. Additionally, we accounted

for the possibility that papers may have employed PS in causal analysis without necessarily using the term

“propensity score” in the abstracts. Consistent with this possibility, we found 40 instances where the word

“matching” appeared without “propensity score”. However, in these cases, only three papers had conducted

PSA. This amounts to a total of 11 papers (0.25 percent) that refer to PSA in the abstract compared, for

example, to 47 and 70 for “laboratory experiments” and “field experiments” respectively. In this group of

11 papers we could only find three examples of PSW studies. However, only two of them use PSW in their

core analysis because Rocha and Van Praag (2020) employ PSW as one of three alternative methods to deal

with endogeneity in a robustness exercise.

To identify and discuss more specific examples of PSW in the extant management literature, in addition

to the previous search, we account for the possibility that papers could still employ PSA without referring

to it in the abstract. Thus, first, we searched the term “propensity score” in the text of the 4,330 articles.6

Then, in a second step, we visually inspected the selected cases to identify 25 additional studies that conduct

PSA as part of the main econometric analysis. However, an important issue in this search is that PSM (rather

than PSW) is becoming the more popular approach, with 21 (out of 25) papers. Table 2 summarises the main

characteristics of the 9 PSA studies from the abstract search while we have selected the 6 (2+4) examples

of the use of PSW in causal analysis for a more detailed discussion in the following.

5The search took place on 22/03/2022. We explored all publications from Scopus between 2015 and 2022 after removing
editorials (93), errata (67) and one retraction. The terms “propensity score” and “matching” were employed to identify potential
PS studies.

6Our search took place on Google Scholar on 09/04/2022. We explored the presence of the term “propensity score” within
the document (abstract, main text and references) for all publications between 2015 and 2022 in the selected journals. By
entering these search criteria in the Google Scholar database, a total of 79 papers were recorded and downloaded: 26 from the
Academy of Management Journal, 6 from the Journal of Applied Psychology, 21 from the Journal of Management, 1 from the
Journal of Organizational Behavior, 23 from the Leadership Quarterly, and 2 from the Organizational Behavior and Human
Decision Processes.
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Table 2: Examples of PSA and matching for causal studies in the management and leadership literature

Article Background Methodology Strengths Limitations

Chen (2015) Chen (2015) estimates the impli-
cations of the initial compensa-
tion of CEOs hired in turnaround
situations on their subsequent ini-
tiatives.

They employ PSM to match each
CEO hired in turnaround situa-
tions with a CEO hired in non-
turnaround situations in firms
with similar characteristics.

They test whether results are ro-
bust to a different event window
and compensation type. They
also tested that their results are
not general but specific to CEOs
hired in turnaround situations.

Controlling for the potential selec-
tion bias in the selection of CEOs.
- Impossibility of controlling for
the successor’s prior pay and in-
dustry growth.

Boivie et al. (2016) They estimate the effect of serving
on boards on different aspects of
executives’ professional careers.

PSM to get 1,052 directorships
and 1,052 counterfactual execu-
tives without directorships.

They explore different types of re-
sponse variables (promotions) in
different models.

Board appointments and subse-
quent promotions could reflect
two stages of the promotion pro-
cess.

Bechtoldt et al. (2019) They tested whether women are
more likely to access leadership
roles in precarious circumstances.
They also estimate differences
in shareholders’ reactions to ap-
pointed women compared to men.

Using PSM, they match each firm
that appoints women to their
management boards to a sample
of companies that promote men.
They obtain a final sample of 42
men and 42 women.

They consider an alternative ap-
proach based on instrumental
variables. They test their hy-
potheses in two studies.

The possibility of attrition as low
performing firms can drop during
the analysis period. Other char-
acteristics such as age, religion or
cultural aspects could explain the
different reactions.

Gupta et al. (2020) They study the influence of CFO
gender on financial misreporting
and how governance mechanisms
moderate this effect.

PSM to create 1,545 comparable
samples of firms with male and fe-
male CFOs.

Results are robust to different
econometric specifications.

The response variable does not di-
rectly measure CFO ethical atti-
tudes. The estimated gender ef-
fects could be associated with dif-
ferent attributes.

Rocha and Van Praag
(2020)

The authors estimate how the
gender of founders can deter-
mine future entrepreneurial career
choices of their male and female
joiners.

In a robustness exercise they use
PSW to account for selective
matching based on gender.

They show the estimation results
are robust to different subsamples
and estimation methods. They
compare the influence of same-
gender on other social interac-
tions.

The authors acknowledge the im-
possibility of inferring the motiva-
tions of both joiners and founders
driving their match.

Li et al. (2021) They explore how the transition
from employee to leader fosters
growth in contentiousness and
emotional stability.

PSM is used to match each indi-
vidual who became a leader with
two non-leader individuals.

The consideration of two different
databases confers external valid-
ity to the causal analysis.

The subjective number of person-
ality dimensions. Self-report mea-
sures of personality. Maturation.

Vitanova (2021) She studies the impact of overcon-
fidence on performance.

She uses PS to match overconfi-
dent leaders with a control group.
The final sample contains 793
treated and 793 control observa-
tions.

The use of a longitudinal sample
allows for addressing potential re-
verse causality problems.

Binary treatment. The possi-
ble presence of unobserved differ-
ences in the treatment and control
groups.

Hopp and Pruschak (2020) They estimate the effect of hav-
ing had specific leadership roles at
high school on earnings and sev-
eral individual characteristics.

They consider three probit mod-
els to assess the probability of be-
ing president and captain, captain
only and president only. Using
these probabilities, they match
each of the three cases with the
control group.

They use a regression with in-
strumental variables to tackle the
problem of unobserved omitted
variables.

Maturation. Generalisability of
findings to other samples.
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Ong (2021) The author tests whether women
experience loneliness and less au-
thenticity than men when occupy-
ing a leadership role.

The author matches individuals
according to the estimated prob-
ability of becoming a leader. He
gets a final sample of 204 obser-
vations.

Ong (2021) tests his hypothesis
in three different studies. One of
them is a randomised control trial.

The sample used in the PSM only
includes participants who have
completed responses (potential se-
lection bias). - Bias due to unob-
served characteristics associated
with gender.

Note: The papers in the table belong to the following journals: Academy of Management Journal, Journal of Applied Psychology, Journal of Management, Journal of
Organizational Behavior, The Leadership Quarterly, Organizational Behavior & Human Decision Processes, Personnel Psychology and Strategic Management Journal. It
includes papers that conduct PSA and contain the terms “Propensity score” or “Matching” in the abstract and employ a PSA design in the main analysis.
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Example 1: The importance of CEO-CFO social interaction to explain outcomes

for the CFO and the organisations

Background:

Shi et al. (2019) examine the role of CEO-CFO interactions to explain outcomes for the CFO and organisa-

tions. More specifically, they measure the level of CEO-CFO verbal mimicry from common function words

(e.g., articles, pronouns, auxiliary verbs, and conjunctions) observed in conference calls in the context of

firm mergers and acquisitions. They denote this measure as CEO-CFO language style matching (CEO-CFO

LSM). Using different regression analyses, they find that CEO-CFO LSM explains CFO compensation, the

likelihood of the CFO becoming a board member, and the number and value of mergers and acquisitions.

Methodological design:

To deal with the fact that the level of CEO-CFO LSM is not randomly assigned but selected by the CEOs,

the authors implement a PSW analysis. First, they estimate a probit model predicting the probability of

a firm having a high or low level of CEO-CFO LSM. They code it as a binary variable using the median

value of CEO-CFO LSM. In the probit model, they include firm-level variables and previous information

about the CFO. Then, they use the inverse of the PS calculated from the probit regression as a weight in

regressions for different outcomes. The focus variable in these regressions is the level of CEO-CFO LSM,

but it also controls for other firm and CFO characteristics as well as other CEO-CFO similarities.

Strengths and limitations:

The paper addresses a relevant question in the leadership literature, the role of social interaction to explain

firm outcomes. It presents the PSW regression to complement previous regressions that do not explicitly deal

with the endogeneity of CEO-CFO LSM. A first limitation is that the paper does not provide information

about whether the application of PSW makes the sample more balanced in terms of observable variables.

This is an essential consideration when interpreting PSW results. A second limitation of the PSW approach

as used here is that transforming their continuous treatment variable (CEO-CFO LSM) into a binary one is

arbitrary. Results could be different if another transformation rule were used.
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Example 2: The role of leader behaviour in understanding the effect of HPWS

on employee and consumer satisfaction.

Background:

Schmidt and Pohler (2018) use PSW to estimate the causal impact of high-performance work systems

(HPWS) on employee and customer satisfaction using longitudinal data from a financial service organisation

in Canada. They also study whether this relationship could be explained as a result of reverse causality or

a consequence of a commonly omitted variable such as leader behaviour.

Methodological design:

The paper employs a non-conventional PSW method. In particular, as Schmidt and Pohler (2018) indicate,

transforming a continuous variable into a dichotomous variable consisting of treatment and control conditions

is problematic. It requires arbitrary judgment that results in a loss of information and could generate

model specification problems. Therefore, they use the covariate balancing propensity score for a continuous

treatment proposed by Fong et al. (2018). This procedure assigns a weight to each observation, minimising

the association between treatment and covariates. Using these weights, they specify regression models to

estimate the two-way causality between HPWS and employee and customer satisfaction and the role of leader

behaviour as an omitted variable in the causal relationship.

Strengths and limitations:

Estimation results by Schmidt and Pohler (2018) are suggestive as they only find a significant effect of

HPWS on consumer and employee satisfaction in meta-analytic and cross-sectional studies. However, the

significant impact disappears when using the covariance balancing propensity score method. Moreover, they

found that it is leader behaviour -rather than HPWS- that is the primary driver of consumer satisfaction.

Overall, the paper provides an interesting example of the relevance of adequately accounting for selection

bias and simultaneity problems in causal analysis. More importantly, it also provides a way to deal with a

continuous treatment variable in causal analysis.

Focusing on the methodology employed, a potential caveat of this analysis is that treatment allocation

may depend on unobservable variables. Although the authors indicate that an instrumental variable analysis

would be a way to tackle this concern, they do not pursue this approach as “it is very difficult to find a

justifiable instrumental variable in survey-based research” (Schmidt and Pohler, 2018, p. 1013).
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Example 3: how internet activism affects the speed of donations in firms.

Background:

Using information from 613 large publicly listed Chinese firms, Luo et al. (2016) study how internet activism,

and its interaction with other firm indicators, affected the speed of donations after the 2008 earthquake in

the Sichuan Province of China.

Methodological design:

The study uses continuous-time event history design to estimate how quickly companies reacted to the 2008

earthquake with donations. The dependent variable is hazard rate of donation. Luo et al. (2016) employ

a wide set of independent variables that include measures of internet activism, media coverage, reputation,

political status of top executives and indicators for state-controlled or belonging to a culpable industry.

Given that firms that donate and do not donate are not comparable, Luo et al. (2016) estimate the PS

for donation prior to the earthquake using a probit model. In a second step, they adjust the event history

regression through PSW. The paper does not provide detailed information about the PS specification or

balance tests. However, a relevant aspect of the research is that they use the weighted regression to estimate

the impact of different independent variables on the hazard rate of donation.

Strengths and Limitations:

Luo et al. (2016) show the contribution of different sets of variables to the regression of the speed of donation

by adding these variables in sequential steps. They also show that results are robust to employing an OLS

regression and a Heckman regression model that corrects for potential selection bias in non-donating firms.

Two potential limitations acknowledged by the authors is that relevant features of online media (such as

the number of times an article was forwarded) or a wide range of online tactics are ignored. Also, the paper

does not report nor mention balance tests. Nevertheless, Luo et al. (2016) provide a novel and interesting

example of the use of PSW to study the determinants of firm donation decisions.

Example 4: The role of partner’s administrative controls to explain knowledge

transfer.

Background:

Devarakonda and Reuer (2018) analyse how partners’ administrative controls in nonequity collaborations

affect knowledge transfer across partners. They postulate that technology overlap and the value of the
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partners’ knowledge drive the degree to which partners build upon each other’s knowledge. They also

hypothesise that this effect is moderated by steering committees.

Methodological design:

Devarakonda and Reuer (2018) estimate the impact of a set of independent variables including technology

overlap and a steering committee indicator on cross-citations in publications by the client and R&D firms.

For this analysis, they use pooled cross-sectional data from alliances in the biopharmaceutical industry. They

address the problem that the choice of using a steering committee is not random by implementing a PSW

analysis. They first estimate the PS for steering committees. Then, they weight observations with the inverse

of the PS and estimate the determinants of cross-citations by client and R&D firms in a negative binomial

framework. It is worth noticing that the output regression includes information about alliance experience

and alliance citations that is not included in the PS specification.

Strengths and limitations:

Devarakonda and Reuer (2018) employ a number of robustness exercises to study the effect of steering

committees on knowledge flows in nontechnological areas finding similar results for the R&D firm but not for

the client firm. The paper is also an interesting example of how to apply PSW to a case where the output

regression is non-linear. Given that the study is focused on alliances in the biotechnology sector, the authors

acknowledge that a potential limitation of the paper is its lack of generalisability to other industries. They

also explain that their model does not control for the dynamic effects of the steering committee that could

be just responding to an incipient problem of misappropriation of knowledge.

Example 5: The influence of CEOs on corporate reputation.

Background:

Love et al. (2017) study how CEOs influence corporate reputation. In particular, they hypothesise that

companies whose CEOs receive more media attention will have a stronger reputation and this effect will be

stronger the more positive the amount of media attention is. They state that a stronger reputation can be

also explained by CEOs having outsider standing or having received industry awards.

Methodological design:

The authors test the hypotheses using separate models for each of the independent variables. They had two

main issues to address. The first one is the potential endogeneity of the independent variable that motivates
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the use of the PSA. The second problem stems from the fact that some of the independent variables are not

dichotomous. The authors dealt with these two issues by using a weighting scheme based on the generalised

propensity score technique (Imbens, 2000). Thus, in the first step, they run multinomial logit regressions

to estimate PS for each category of the independent variable conditional to firm and CEO characteristics.

They use specific control variables in each PS regression. Then, PSs are used to weight each category and

estimate the impact of the different treatments on the measure of firm reputation (the dependent variable).

Strengths and limitations:

The methodological part of the paper shows how to use PSW to conduct causal analysis in settings with

non-dichotomous treatment variables. The article also shows that their results are robust to the use of

time-series output regressions with fixed effects.

As is common in PSA, a general concern is the endogeneity of the treatment variable because it might

be explained by omitted variables. Love et al. (2017) address this issue using a cumulative count of awards

as an instrumental variable. However, the authors acknowledge not being able to find valid instruments for

media coverage and outsider status. Other concerns, also mentioned by the authors, are that the study uses

a short time period (from 1991 to 1997) and that some relevant CEO characteristics could be omitted.

Example 6: how do political and executive ties affect the sell-off strategy of

firms?

Background:

Zheng et al. (2017) appraise the relevance of political and executive ties to affecting the sell-off strategy

of firms in emerging markets. They also study how this effect is moderated by capital market and how

developed the legal system is.

Methodological design:

They use a categorical indicator with three outcomes (sell-off, dissolution, or survival) as the dependent

variable and indicators of political ties and institutional development as explanatory variables. Because

firms with and without political ties are not comparable, the authors estimate the propensity to establish

political ties by means of a probit regression. This PS regression includes five additional control variables

not employed in the output regression that “may influence the formation of political ties but are not directly

associated with sell-offs.” (Zheng et al., 2017, p. 2021). Then, the second step uses the estimated PS to

reweight the sample and estimate the likelihood of sell-offs employing a multinomial logit regression.
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Strengths and limitations:

The paper provides an interesting example of the use of the PSW to conduct causal analysis in a multinomial

logit output regression. Another strength of the study is that it explores alternative explanations for the

results and alternative methods. Regarding the former, they tested whether political ties lead to poorer firm

performance, finding non-significant results. They estimated the interaction between political ties and state

ownership, finding that state ownership decreases the effectiveness of political ties but not legislative ties.

Concerning alternative methods, they mention that they repeated the estimation but including a variable

indicating the number of political ties (instead of a dichotomous variable), finding similar results. Although

the paper refers to the use of the number of political ties in a robustness exercise, it does not provide detail

on how such analysis is conducted using PSW. The authors also acknowledge as two potential limitations

that the study does not account for unofficial ties and does not explore the mechanism of transmission.

General discussion

The discussion above and the examples in Table 2 show that PSA could be a valid alternative to laboratory,

field or natural experiments in causal analysis. Still, two main concerns can be mentioned. First, papers

must provide enough detail about how the research is conducted. In the particular case of PSM, knowing the

characteristics of the matching algorithm employed is critical to ensure replicability. Moreover, showing that

the matching algorithm significantly improves covariate balance is essential to know whether PSA makes the

treatment and control groups comparable in terms of observable variables. A second concern is that, even

if PSA is rigorously conducted, it might not be enough to infer causality. More specifically, some internal

validity threats are also present in many of the examples due to pre-treatment differences, maturation or

history and attrition, among others. The papers show different ways to deal with these concerns. One

possibility is to check how changes in the methodological design within a given study affects results. For

example, while PSA relies on observed variables, estimating an instrumental variable regression (Gupta

et al., 2017; Hopp and Pruschak, 2020) is a way to control for the impact of omitted variables, though

suitable instruments are often lacking in the data set. Another relevant approach is to estimate causal

effects in a regression model that permits double control for treatment predictors and/or other determinants

of the response variable (Vitanova, 2021; Boivie et al., 2016; Schmidt and Pohler, 2018; Love et al., 2017).

Furthermore, PSA can also suffer from external validity concerns as its results depend on the specific sample

used in the analysis. A way to overcome this problem is to consider alternative settings (Bechtoldt et al.,

2019; Li et al., 2021) to check how results depend on the particular conditions of a given study.

A challenge in future research would be to adapt the PSA to explore better how treatment is oper-
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ationalised in a multi-treatment setting. One possibility is to estimate the different impacts of different

treatment levels rather than dichotomising the treatment variable. Another option is to decompose the

treatment variable into different sub-treatments to study the specific effect of each of them. In this regard,

the example in Hopp and Pruschak (2020) shows an illustration of how one can implement such analysis

using PSM. However, due to its simplicity, PSW provides an alternative way to deal with the multi-treatment

extension as it only requires weighting observations according to the inverse of the PSs for each treatment

level. Love et al. (2017), Schmidt and Pohler (2018) and the tutorial in the following section are examples

of the use of such an approach for multivariate treatments.

4 A tutorial on PSW: Leadership succession effects

Leadership replacements are crucial decisions that can shape the performance of many organisations. Given

its relevance, the matter has attracted the attention of researchers from different fields and with diverse

backgrounds and interests. For instance, Berns and Klarner (2017) provide a complete review of the factors

affecting the impact of CEO succession in publicly traded firms, Farah et al. (2020) extend their discussion to

leadership changes in privately owned businesses and political organisations. Among these studies, the field

of professional sports is particularly well suited to study leadership succession by offering stronger internal

validity (Giambatista et al., 2005; Rowe et al., 2005). Regarding this aim, event studies, the most common

methodological approach in this context, requires a precise definition of event dates, confounding factors,

and event windows (de Jong and Naumovska, 2016). Great interest among the public in professional sports

means that the dates of and reasons for head coach7 replacements are widely covered by the media. Second,

the firm objective, sporting success, is clearly defined, and such performance is frequently and regularly

documented. Finally, we can clearly identify confounding variables such as the characteristics of a club and

the difficulty of a match.

The following empirical example shows how to estimate the consequences of involuntary within-season

managerial change in top-tier Italian football (Serie A) during seasons 2004/2005-2017/2018. An essential

identification issue in such analysis is that managerial dismissal is not a random event. For example, it

tends to occur particularly when a club is performing poorly. Estimation results can be biased if this issue is

not properly accounted for in the model. Numerous studies analyse this issue using regression models that

include previous performance information among the regressors (Audas et al., 2002; Tena and Forrest, 2007).

However, a problem with regression analysis is that it is not informative on whether there is overlapping

between treated and control observations. More recent research has employed matching methods to find

7The head coach/manager occupies a role akin to that of a CEO in other organisations (Hughes et al., 2010).
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comparable counterfactuals in terms of observable variables. For example, Muehlheusser et al. (2016) use

previous performance as the matching variable. van Ours and van Tuijl (2016) consider control groups

formed with counterfactual observations that followed a similar path of cumulative surprise8 but where the

clubs did not replace their manager.

Our tutorial example shows how to address the question of the effect of head coach replacement by

employing PSW. The PS is estimated as a function of multiple variables related to indicators of recent match

outcomes, relative performance compared to expectations, position in the league, and recent performance

in other competitions. The method used in the exercise is a double robust estimator as we control for

determinants of managerial dismissals in two regressions, one for treatment assignment and another for the

outcome variable (Funk et al., 2011). Such an approach offers protection for mismodelling as only one of the

two specifications needs to be correct.

A second aim of the example is to show how to address a critical challenge faced by empirical researchers,

the simultaneous estimation of the causal impact of multiple treatments. As discussed in the previous section,

a limited number of papers consider a non-binary treatment (Hopp and Pruschak, 2020; Schmidt and Pohler,

2018). In this example, rather than just focusing on the aggregate impact of a head coach dismissal on future

performance, we explain how to estimate the effect of a set of changes in managerial characteristics. Again,

the proposed setting is particularly appropriate for this type of analysis as the natural time for changing

leadership in sports clubs is at the end of the season (Tena and Forrest, 2007). This implies that the possibility

of endogenously selecting a new head coach, let alone each of their different characteristics, in a within-season

football turnover is limited in terms of available candidates and time to reach an agreement. Nonetheless,

we also explain in Section 4.3 how to adapt the PSW analysis to deal with the possible endogeneity of the

similarity in characteristics between dismissed and new coaches. Our proposed estimation is simple and

built upon the standard regression analysis. This means that no statistical package specialised in PSA is not

required for this estimation.

4.1 Data

We collected club-match level data from the top tier of the Italian professional football leagues (Serie A) for

the seasons 2004/2005 - 2017/2018, which gives a total of 10,640 observations (5,320 matches). Throughout

a season, each club competes against all others once at their home stadium and once away. In each match, a

club is awarded 3, 1, or 0 points for a win, draw, or loss, respectively. At the end of the season, the club with

the highest accumulated points wins the championship title, whilst the three lowest placed clubs are relegated

8In particular, the authors employ the cumulative sum of the difference between the actual and expected points measured
by betting odds.
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to the lower-tier league (Serie B). The league publishes official match reports. They contain, for example,

the names of each club in the match, the respective managers and the outcome of the match. Additional

sources used are provided below, together with the descriptions of (1) treatment variable, (2) variables that

explain treatment assignment, and (3) outcome variables and additional control variables associated with

the outcome.

4.1.1 Treatment variable

Our treatment variable New coacht takes the value 1 if Head coacht ̸= Head coacht−1, where Head coacht is

the name of the head coach who was in charge of the club in the match that took place in round t.9 Note that

our analysis focuses on dismissals and does not consider cases of termination by mutual consent or voluntary

quit by the old coach. Moreover, any match managed by a temporary caretaker manager is discarded from

the analysis. Given this, we identified 157 relevant cases during the seasons 2004/2005 - 2017/2018 by a

careful inspection of the archives from the official websites of the league and individual clubs, as well as

the two most-read national sports newspapers in Italy, Corriere dello Sport-Stadio and La Gazzetta dello

Sport.10

Given that each case of changing the leadership in an organisation introduces simultaneous changes in

managerial characteristics, investigating whether such changes can account for the effectiveness of replace-

ment is a relevant issue in leadership succession. Therefore, we collected additional information related to the

individual manager’s characteristics from the League Managers Association (LMA)11 and Transfermarkt.12

These include important indicators of leadership characteristics previously identified in the literature.13 A

first set of managerial characteristics are related to the individual manager’s previous experience as a head

coach in professional football leagues; experience in years (Experience in years), dummy variables that in-

dicate whether: a manager had previously held a relevant role within Serie A (Experience Serie A), this is

his first employment in the relevant role (No previous experience), a manager has a previous experience in

top tier professional league abroad (Experience abroad). The second set of dummy variables are related to a

manager’s background as a professional player, which indicate whether: a manager is a former professional

football player (Former player), a manager is a former player in Serie A (Former player Serie A), and a

9The league currently features 20 clubs, yielding the total number of matches played by an individual club in a given season
of 38. Round t, therefore, corresponds to the t-th match in a particular season.

10During the relevant seasons, 15 cases of voluntary departures of head coaches were identified. For the same period of time,
there were eight caretaker managers who were in charge during the transition between outgoing and incoming head coaches.

11Available at https://leaguemanagers.com/.
12Available at https://www.transfermarkt.com/.
13See, for instance, Bolton et al. (2013), Bridgewater et al. (2011), Dawson and Dobson (2002) and Detotto et al. (2018) for

the managerial characteristic indicators related to professional sports. In more general setting, the effect of CEO characteristics
on corporate performance have also been studied (Kaplan et al., 2012).
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manager is a former defender or goalkeeper (Former defender/goalkeeper). The third set of indicators relate

to a manager’s association with the club. They indicate whether: the manager is a former vice coach of the

club (Former vice coach), he is a former player of the club (Former player club), and the club is the last club

with which he has been a player (Last club as a player). Another couple of dummy variables associated with

recent employment status in the relevant role are considered. In particular, one takes a value equal to 1 if

a manager was not employed in a relevant role in any club in the immediately preceding season, and 0 oth-

erwise (Absent last season). The other indicator associated with recent activity indicate whether a manager

was active or employed at any club participating in Serie A in the immediately preceding season (Active

Serie A last season). The final set of variables are related to a manager’s personal features: a manager’s age

in years (Age in years) and an indicator that takes a value equal to 1 if a manager is Italian, and 0 otherwise

(Italian nationality).

Again, since each case of managerial succession results in changes in these managerial characteristics

which could also affect post-succession performance, we take into account differences between the new and

old managers. That is, for each characteristic variable ht, we take the difference in the value of the variable

between the manager in place at time t and the manager who had been in place at time t − 1, i.e. ∆h =

ht−ht−1. Where a characteristic variable ht is binary, as is the case for many of them, ∆h is tertiary and takes

values {−1, 0, 1}. Effectively, ∆h = 0, where there was no managerial succession, or no difference between the

new and old managers in the respective characteristic. Given this, Table 3 provides the summary statistics

of the characteristic change variables for the 157 cases of managerial change considered in the analysis.
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Table 3: Summary statistics of differences in managerial characteristics

Variable Difference between new and dismissed coaches (∆h)

Binary indicators -1 0 1

Former player 18 (11%) 120 (76.43%) 19 (12.1%)

Absent last season 18 (11%) 100 (63.69%) 39 (24.84%)

Former defender/goalkeeper 34 (22%) 99 (63.06%) 24 (15.29%)

Former vice coach 7 (4%) 136 (86.62%) 14 (8.92%)

Italian nationality 12 (8%) 132 (84.08%) 13 (8.28%)

Experience Serie A 25 (16%) 106 (67.52%) 26 (16.56%)

No previous experience 8 (5%) 133 (84.71%) 16 (10.19%)

Former player Serie A 36 (23%) 88 (56.05%) 33 (21.02%)

Former player club 18 (11%) 113 (71.97%) 26 (16.56%)

Last club as a player 7 (4%) 141 (89.81%) 9 (5.73%)

Experience abroad 25 (16%) 100 (63.69%) 32 (20.38%)

Active Serie A last season 41 (26%) 87 (55.41%) 29 (18.47%)

Continuous variables Min. Mean Max.

Age in years −26 1.080 29

Experience in years −31 0.760 33

Notes: Table shows the summary statistics of managerial characteristics change variables for the 157 replacements

included in the analysis. By construction, the difference variables for a binary characteristics indicator takes the value of

-1, 0, and 1, where frequencies of each value together with the percentage of the all the cases are reported. Whilst those

for continuous variables are also continuous for which the maximum, mean, and minimum values are presented.

The Table provide some insight into the sort of changes made in managerial succession. In most cases,

the value of ∆h is equal or close to 0, implying that the new and old managers share a similar respective

characteristic, hence suggesting a tendency. This may be because many clubs have a vision of what the

ideal profile of a manager would be. However, there are also many cases of changes in the values of the

characteristic variables. Therefore, in the subsequent analysis we estimate the individual effect of changes

in specific characteristics, other things being equal, on post-succession performance.

4.1.2 Variables related to treatment assignment

In order to estimate the propensity scores, a number of covariates which may affect the likelihood of treatment

are considered for inclusion in the treatment assignment model. These are identified in another strand

of literature, for instance, Bryson et al. (2021) and references therein. The main cause of within-season

managerial dismissal is related to the club’s recent on-field performance. We measure this by the average

number of points earned over the last four matches (Points last four matches) and a dummy variable to

indicate a loss in the most recent match (Loss last match). In addition, we include a dummy variable to

indicate whether a defeat was at the club’s home stadium (Loss last match at home), to account for the

possibility that this event brings more pressure on a club than an away defeat. It has also been shown

that performance relative to expectations matter. To take this into account, we include a measure of

“surprise” accumulated over the relevant season (Cumulative surprise). Following van Ours and van Tuijl
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(2016), surprise is measured by the deviation of actual points from expected points for each match, where

expected points are obtained using the ex ante probabilities of win, draw, and loss for each match based

on the closing odds available from various bookmakers.14 We also consider the current league position

relative to the final position in the previous season (Relative standing), which captures performance against

subjective expectation by the fans. Furthermore, the current situation of a club is captured by two variables

indicating whether a club is in the relegation zone (Relegation zone) and current position in the league

(Standing), respectively. Whilst this study focuses on performance in the domestic league (Serie A in our

case), it is possible that performance in other competitions could affect the prospect of a manager being

dismissed. In particular, unfavourable outcomes, particularly critical ones, in other important competitions

can impose extra pressure on the job security of a manager. To take this into account, we consider three

binary variables indicating whether a club had been eliminated from UEFA Champions League (Eliminated

Champions League), UEFA Europa League (Eliminated Europa League), or Coppa Italia (Eliminated Coppa

Italia), between two Serie A matches t and t− 1.

Additional variables considered in the treatment assignment model are an indicator of whether the club

had already replaced a manager in the particular season (Having dismissed this season) and the number of

days between two matches (Days between matches), which could potentially affect the decision of within-

season managerial dismissals. Finally, as previous studies have shown, see Muehlheusser et al. (2016) for

instance, within-season dismissals occur more frequently in mid-season. To capture this effect, we include

round fixed effects in the treatment assignment model.

4.1.3 Outcome variables and additional control variables associated with the outcome

To measure club performance following treatment assignment, we construct outcome variables based on

average points obtained in subsequent matches. For robustness, we obtain these values using up to five

matches (Points five matches), 10 matches (Points ten matches), and all of the remaining matches in the

season (Points rest of season) or until the next managerial change, whichever occurs earlier.

In our outcome model, we include additional control variables that can affect post-treatment performance.

First, a variable Home advantage controls for home advantage measured by the proportion of the matches

that took place at the home stadium, out of the matches with which we measure the outcome variable. In

addition, the ability level of the club (Club ability), and that of opponents (Opponent ability) are controlled

by the ability indicator constructed in the following manner. First, we take a club’s final position in the

league table in the preceding season, reversing the order so that, for example, the top club was assigned the

value 20 (and the bottom club would be assigned the value 1). The order is reversed to ensure that the

14Available at https://www.football-data.co.uk/.
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variable increases with club ability as captured by its performance in the preceding season. In cases where

a club had not played in the top division in the preceding season, it was assigned the value 1 (i.e. treated

as having been equivalent to the bottom club in the top-tier). We obtain these values for the final positions

over the past four seasons, then take the weighted average with higher weights given to the more recent

seasons for each club.15 The variable Opponent ability is the average value of the ability indicator for the

opponents in the subsequent matches with which the outcome is measured.

4.2 Methodology

We estimate the following outcome model to analyse the consequence of involuntary head coach replacements

on yits, our measure of the performance of club i, at round t in season s. Specifically, it is defined as:

yits = δ New coach its + γ′Xits + εits, (5)

where New coach its = 1 if club i has replaced its manager prior to round t, and New coach its = 0 otherwise;

Xits is a vector of control variables. In particular, it includes variables related to managerial dismissal as

well as variables associated with match outcome.16 A coefficient δ and a vector γ are parameters to be

estimated. Finally, εits is a stochastic error component.

Our focus is to obtain the estimate of δ, which, if the treatment (New coach its) were randomly allocated,

should capture the Average Treatment Effect (ATE) of managerial change, if any. Model (5) is subsequently

augmented to account for the various changes that may have been made with respect to the managerial

characteristics of the head coach. Such possible changes are captured by a set of indicators defined as

differences in managerial characteristic variables between replaced and appointed coaches, as explained in

the previous section. Therefore, our extended model is specified as follows:

yits = δ New coach its + β′∆Hits + γ′Xits + εits, (6)

where ∆Hits is a vector of the managerial characteristic change variables, and β is its associated vector of

parameters. Variables in ∆Hits take value zero when there was no managerial change prior to match t, or

when no change was made with regards to the particular feature of the manager. Therefore, if parameters

in vector β are significantly different from zero, this implies that differences in the characteristics between

15More precisely, the weights given to the seasons s− 1, s− 2, s− 3, s− 4 are 0.5, 0.3, 0.15, and 0.05, respectively, where s
represents the current season. As reported in Dixon and Coles (1997), a club’s ability is better measured by recent performance
with increasing weights on the more recent information.

16Including determinants of match outcome observed after the treatment is relevant in this setting as match score is also
affected by home advantage and ability measures of both teams. All these variables can be considered exogenous as they occur
in a quasi-random fashion.
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outgoing and incoming managers do matter for the successful implementation of managerial change.

However, an important concern in the estimation of models (5) and (6) is that head coach changes are

not random events since they tend to occur more frequently with exceptionally low performing clubs. Note

that the inclusion of determinants of managerial dismissals allows us to control for different characteristics

of treated and untreated teams. However, a simple OLS regression is not informative on whether these two

groups are comparable in terms of their observable characteristics, threatening the causal interpretation of

the estimation results. Under the assumption that we can observe the main determinants of managerial

dismissal, PSA can be used to obtain counterfactuals that allow for a causal estimation. A characteristic of

our setting is that a head coach dismissal is a sporadic event, in the sense that 157 club-match observations out

of 10,344 were followed by managerial replacement.17 Thus, it is essential to find comparable counterfactuals

in terms of observable variables for each treated observation. For this example, we choose PSW based on its

simplicity and because it can include the whole sample in the estimation. Thus, since our treatment is binary,

this implies that treated observations are weighted with the inverse of the probability of being treated, while

control observations are given weights defined by the inverse of (1− the probability of being treated). As a

result, the distribution of propensity scores, i.e. the ex-ante probabilities of being treated, becomes similar

between the treatment and control groups, as though the treatment were allocated randomly.

In our case, an observation is considered treated when a newly assigned manager is in charge at time t

following the dismissal of a previous manager. Therefore, the likelihood of treatment assignment depends on

the information related to performance that has been realised prior to time t. We estimate propensity scores

by means of logistic regression. The model selection follows stepwise regression with a sequential replacement

algorithm. The sequential replacement combines forward and backward selections, where the predictors

proposed in Section 4.1 are iteratively added and removed until the lowest predictive error is achieved.18

Given the set of selected covariates, Zits, we obtain the predicted values p̂its = Pr[New coach its = 1|Zits],

then the inverse propensity score weights are defined as follows:

wits =


1

p̂its
, if New coachits = 1,

1
1−p̂its

, if New coachits = 0.

(7)

These weights may now be used in the weighted regression analysis to obtain the parameter estimates of

models (5) and (6); see Guo and Fraser (2014) and Morgan and Todd (2008) for the use of inverse propensity

17This low number of treated observations is also common in previous PSA papers (Bechtoldt et al., 2019; Li et al., 2021;
Ong, 2021)

18We use the most common measure of the predictive error, Akaike Information Criterion (AIC). See Bruce and Bruce (2017)
for the details of stepwise regressions.
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score weights in the estimation of linear models. Moreover, a set of covariates selected in the treatment

assignment model will be included in the outcome models, according to the doubly robust estimation proce-

dure. In the following sections, we follow the steps described in Section 2 and Figure 1 to estimate first the

treatment assignment model, then the outcome models (5) and (6).

Step 1: Propensity score estimation

As described in Section 2, the initial step in PSW is to estimate the treatment assignment models. Following

Section 4.2, we estimate the logistic regression with step wise selection, where we consider the set of covariates

presented in Section 4.1 in the initial step.19 The set of covariates selected in the final model and estimation

results are reported in Table 4.

Table 4: Stepwise regressiona results for treatment assignment

Dependent variable:

New coach

(Intercept) −5.356∗∗∗ (0.363)

Cumulative surprise −0.253∗∗∗ (0.025)

Days between matches 0.062∗∗∗ (0.020)

Points last four matches −0.800∗∗∗ (0.190)

Loss last match 1.424∗∗∗ (0.252)

Relegation zone 0.393∗∗ (0.186)

Eliminated Europa League 1.309∗ (0.769)

Observations 10,344

Log Likelihood -615.719

Akaike Inf. Crit. 1,245.438

Notes: aThe stepwise regression with the lowest AIC as a stopping criterion. ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01. Robust standard errors

in parentheses.

The estimated coefficients of the selected covariates present expected signs,20 being in line with previous

findings. The probability of managerial change increases when a club has: lost the last match, performed

poorly in the previous four games, and suffered negative surprising results during the season. In addition,

the likelihood of turnover is higher when there are more days available between the last and current match.

A recent elimination from the Europa League as well as a threat of relegation also contribute to a higher

probability of managerial change.

To assess the separability of the model, Figure 2 plots the Precision-Recall curve (PRC) and reports the

19Thoemmes and Ong (2016) indicate that PSW in the longitudinal case should repeat the process of weighting at every single
point. The idea is to make treatment dependent only on information occurring before this decision, including also previous
treatment decisions. In this example, we keep that spirit as model covariates only contain information that precedes treatment
decisions. Moreover, a variable Having dismissed this season captures previous decision to dismiss a manager in the same
season.

20Note that these estimates could be dependent on the selection method employed. For example, using Lasso results in a
slightly different set of selected covariates and associated coefficients. However, as shown in Section 4.4, the final estimation of
ATE remains similar.
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Area Under the PRC (AUC-PR). The value of AUC-PR (.12786) is larger than that of baseline (.01518).

This indicates the separability of the model, i.e. the model is better able than the empirical probability to

classify observations as treated or untreated.

Figure 2: Precision-recall curve and area under the curve

Notes: The Figure plots the combinations of precision (y-axis) and recall (x-axis) for different thresholds for predicted classification
(PR curve). The baseline PR curve is defined by the proportion of true positive cases out of the whole sample. Also indicated in the
Figure are the area under the PR curve (Precision-Recall AUC) and the area under the baseline PR curve (Baseline AUC).

Step 2: Obtaining PS weights

Having estimated the treatment assignment model and checked the model performance in terms of separa-

bility, we will now have a closer look at the distribution of predicted values. First, the average predicted

probabilities of treatment (p̂its = Pr[New coach its = 1|Zits]) are 0.0141 for those who did not change the

manager (control group) and 0.0834 for those who actually did change their manager (treatment group).

Estimates ranged from almost nil (4.395× 10−6) to 0.8191 for the former group, and from 0.0016 to 0.5460

for the latter. Note that all the treated cases are contained within the common support, i.e. where the

ranges of propensity scores for treated and control groups overlap. We now compute the weights according

to the weighting function defined in (7). To show the distribution of predicted values for each group before

and after weighting, Figure 3 plots the kernel density of log propensity scores for each group.
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Figure 3: Kernel density of log propensity scores before/after weighting

Notes: Figure presents the Kernel densities for the ex-ante probability distributions of treatment before weighting (panel A) and after
weighting (panel B) for the two treatment groups (New coach = 0 and New coach = 0).

Step 3: Balance diagnostic

We can now check whether the PSW can reduce the imbalancedness of the covariates included in the treat-

ment assignment model. To do so, following Austin and Stuart (2015) and Morgan and Todd (2008), we

compare the average value of absolute standardised mean differences (SMD) between treated and control

group for each covariate. The standardised difference of the mean for a covariate z is calculated as:

|z̄i,di=1 − z̄i,di=0|√
1
2Var[zi,di=1] +

1
2Var[zi,di=0]

, (8)

where z̄i,di=1 and z̄i,di=0 are the means for those in treatment group (di = 1) and control group (di = 0),

respectively, and Var[zi,di=1] and Var[zi,di=0] are the respective variances. The measure reflects the distance

between the two groups in terms of the covariate that affects the treatment assignment. Table 5 present

these values for (1) raw sample, (2) weighted sample, and (3) weighted sample within common support. The

average values of absolute SMDs are 0.796, 0.312, and 0.127 in raw sample, weighted sample, and weighted

sample within common support, respectively. This suggests significant reductions in imbalancedness due to

weighting, and further improvement in balance within common support. The latter point is consistent with

Heckman et al. (1999) who note that a further improvement in covariate balance is obtained by restricting the

estimation sample to observations with a positive probability of being both participants and non-participants.

Therefore, we use the sample within the common support to estimate the consequences of head coach turnover
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in the following subsection.

Table 5: Covariate balance table (before/after weighting, all/common support)

Raw Weighted Weighted (CS)

Covariate SMD P-value SMD P-value SMD P-value

Cumulative surprise 1.265 0.000 0.658 0.000 0.199 0.199

Days between matches 0.284 0.004 0.107 0.271 0.041 0.654

Eliminated Europa League 0.074 0.500 0.064 0.000 0.077 0.000

Points last four matches 1.107 0.000 0.622 0.000 0.120 0.350

Loss last match 1.044 0.000 0.133 0.402 0.268 0.082

Relegation zone 1 0.000 0.290 0.070 0.058 0.671

Mean SMD 0.796 0.312 0.127

N (Treated) 157 157 157

N (Control) 10187 10187 6218

Notes: Table reports the absolute values of standardised mean differences (SMD) between the treatment and control

groups before and after weighting.

Step 4: Estimation of treatment effects

The final step is to estimate the treatment effects by applying the defined weights through weighted regression

analysis. Before we proceed, however, we briefly discuss the possible consequences of not addressing the

imbalancedness detected in the previous steps. In particular, the differences in preceding performances

between the treated and control groups are large, implying that involuntary managerial changes are not

random events. However, theory does not provide a clear indication of how ignoring such differences can

affect conclusions on the impact of replacing a manager. On the one hand, one can argue that poorly-

performing teams may revert to their mean performance levels regardless of whether they replace their head

coaches. On the other hand, it is also plausible to assume that some poorly-performing teams are more

likely to carry on with this negative inertia due to persistent issues, such as long-term injuries or conflicts

among players, even if they replace their head coach. Figure 4 plots the average values of performance in the

post-treatment periods (between treatment assignment and the end of the respective season) for treated and

control groups, at a given level of the club’s ability in the raw sample. The initial look of the Figure suggests

that performance is increasing in a club’s ability; however, the prima facie difference between treatment and

control groups is not evident in the raw sample.
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Figure 4: Mean value of outcome variable (Points rest of season) for each ability and treatment group

Notes: The x-axis represents the ability of the club (Club ability), computed based on the weighted average of the final league positions
in the preceding four seasons, with the value 1 being the lowest ability and 20 being the highest. the y-axis measures the mean values
of an outcome variable (Points rest of season), the average points obtained following assignment or non-assignment of the treatment
for each treatment group (New coach = 0 and New coach = 1).

The OLS estimates of model (5) suggest some weak evidence of detrimental effects from managerial

change.21 Of course, this approach is not robust to the potential selection bias discussed above since it does

not focus on comparable treated and control groups in terms of observable characteristics.

Now we revert to the estimation of our outcome models (5) and (6), using PSW. The estimation results

of these models are shown in Table 6, where outcome variables are the average points obtained in the

post-treatment matches, where we include up to 5 matches, 10 matches, and the rest of the season.

21The details of OLS estimation are available in Table 9 in Appendix.
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Table 6: Double robust estimates of outcome models

Dependent variable:

Points five matches Points ten matches Points rest of season

(1) (2) (3) (4) (5) (6)

New coach 0.139 0.102 0.184∗ 0.137∗∗ 0.180∗∗ 0.117∗∗

(0.104) (0.063) (0.097) (0.061) (0.090) (0.056)

Former player 0.120 0.048 0.049

(0.105) (0.110) (0.103)

Absent last season 0.163 0.256∗∗ 0.288∗∗∗

(0.107) (0.102) (0.097)

Age in years −0.009 −0.019∗ −0.020∗∗

(0.011) (0.011) (0.010)

Experience in years −0.007 0.009 0.013

(0.010) (0.010) (0.009)

Former defender/goalkeeper 0.164∗ 0.242∗∗∗ 0.186∗∗

(0.094) (0.091) (0.082)

Former vice coach −0.454∗∗∗ −0.170 −0.210

(0.174) (0.188) (0.182)

Italian nationality 0.198 0.171 0.068

(0.124) (0.154) (0.143)

Experience Serie A 0.006 −0.035 −0.126

(0.117) (0.117) (0.114)

No previous experience 0.055 −0.085 −0.109

(0.198) (0.165) (0.152)

Former player Serie A −0.365∗∗∗ −0.204∗ −0.193∗∗

(0.099) (0.105) (0.090)

Former player club 0.033 −0.065 0.026

(0.150) (0.155) (0.136)

Last club as a player 0.523∗∗ 0.665∗∗∗ 0.529∗∗∗

(0.232) (0.216) (0.191)

Experience abroad −0.110 −0.069 −0.061

(0.105) (0.104) (0.096)

Active Serie A last season 0.094 0.075 −0.012

(0.086) (0.098) (0.091)

Home advantage 1.101∗∗∗ 0.849∗∗∗ 1.057∗∗∗ 0.773∗∗∗ 1.029∗∗∗ 0.802∗∗∗

(0.230) (0.139) (0.261) (0.149) (0.298) (0.151)

Club ability 0.057∗∗∗ 0.038∗∗∗ 0.059∗∗∗ 0.043∗∗∗ 0.061∗∗∗ 0.043∗∗∗

(0.015) (0.004) (0.013) (0.004) (0.013) (0.004)

Opponent club ability −0.032∗∗ −0.040∗∗∗ −0.039∗ −0.046∗∗∗ −0.031 −0.035∗∗

(0.015) (0.010) (0.022) (0.014) (0.023) (0.015)

Constant 0.638∗∗∗ 0.807∗∗∗ 0.797∗∗∗ 0.949∗∗∗ 0.724∗∗∗ 0.809∗∗∗

(0.155) (0.117) (0.195) (0.131) (0.229) (0.152)

Observations 6,375 6,375 6,375 6,375 6,375 6,375

Log Likelihood -7,998.567 -7,261.832 -7,361.029 -6,685.688 -7,036.235 -6,288.864

Akaike Inf. Crit. 16,019.130 14,573.670 14,744.060 13,421.380 14,094.470 12,627.730

Notes: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01. Robust standard errors in parentheses. The coefficients for the covariates from treatment

assignment model are not reported.

The estimates for model (5)22 are reported in columns (1), (3), and (5), for the respective outcome

variables. No significant treatment effects at the 10% significance level are detected in the short run (first

five matches). Still, a positive and significant impact at the 5% significance level is evident once a longer

run of post-treatment matches is considered.

22Following Ridgeway et al. (2021), the estimation of outcome models are obtained using “svyglm” function within “survey”
package in R, which is commonly used for survey sample analysis and automatically produces robust standard errors.
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Columns (2), (4), and (6) in Table 6 present the estimated parameters for our extended model (6), where

the additional variables that capture the characteristic difference between new and dismissed managers are

included. Including these variables does not affect the sign of the binary treatment effect (New coach) in the

corresponding baseline models (1), (3), and (5), respectively, whilst the size of such is smaller. The results

suggest that the changes in particular characteristics of managers affect the post-treatment performance. For

instance, when a new manager was absent (not employed as a head coach elsewhere) in the previous season,

this tends to have a positive impact on post-succession outcome. On the other hand, older replacement

managers tend to achieve a negative treatment effect. The variables that capture the changes associated

with experience, such as experience in years, experience abroad, experience in Serie A, and no previous

experience, do not show significant effects to explain the post-succession performance at the 10% significance

level. Similarly, having been employed at a Serie A club in the immediate previous season is not a significant

variable at the 10% significance level.

A new manager’s background as a professional player relative to that of a dismissed manager in general

does not have a significant impact at the conventional significance levels, whilst a positive outcome is expected

if a manager played more defensive role as a player. However, when a new manager is a previous Serie A

player, where a dismissed one is not, the succession tend to have a negative effect holding other things

constant. A speculative explanation for this is that becoming a manager in a new market (where they did

not participate as a player) indicates desirable managerial skills. The positive and significant coefficient of

Last club as a player implies that a manager with stronger association with the club (when one finished their

playing career at the club) can positively influence the post-succession performance, whilst merely being a

former player of the club (Former player club) has no significant effect at the 10% significance level. However,

replacing a manager with a former vice coach at the club tend to have a detrimental effect, particularly in

the short term. Finally, changes in nationality, i.e. being Italian, do not show any significant impact at the

conventional levels.

In all the models, the coefficient estimates on all the control variables have expected signs; the percent-

age of home matches and club ability both have a significant positive effect on match outcomes, a club’s

performance is negatively correlated with the average ability of their opponent clubs.

4.3 Extension: endogeneity of similarity in coach characteristics

As we have previously discussed in Section 3, a common problem in empirical research is dealing with a

multi-treatment situation. However, in the last step of our previous analysis, we did not account for the

potential endogeneity of changes in managerial characteristics in the causal estimation. This decision could
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be justified in this context because the scope for selecting each dimension of managerial characteristics is

limited given the limited time and candidates available in the within-season setting. Nevertheless, we can

consider the possibility of a club endogenously choosing a similar or dissimilar replacement in terms of

overall characteristics. Therefore, in this example, our purpose is to illustrate how to modify the analysis to

consider a multi-level treatment where a club can decide further whether the replacement should be similar

or dissimilar to the dismissed manager.

To define the similarity between the new and dismissed manager, we cluster managers using the charac-

teristic variables used in the previous analysis. In particular, we employ the Partitioning Around Medoid

(PAM) algorithm23 to group the managers into clusters based on the similarities in terms of their characteris-

tics. We then define the treatment as “similar” if dismissed and appointed managers are in the same cluster,

and “dissimilar,” if they are in distinct clusters. More formally, we create an additional dummy variable

Dissimilar coach, where Dissimilar coach = 0 if the new coach is “similar” to the dismissed according to

the above definition, and Dissimilar coach = 1 if the new coach is “dissimilar.” Based on this definition,

we identify 112 cases out of 157 cases of the replacements as “dissimilar” changes and 45 cases as “similar”

change. To incorporate this additional layer into the decision problem, we consider a nested logistic regres-

sion to obtain the probabilities of no change, similar change, and dissimilar change. The first nest models

the decision regarding whether to replace a manager (New coach = 1) or not (New coach = 0), as considered

in the previous section. The model of the second nest estimates the probability of a dissimilar replacement

(Dissimilar coach = 1), within the treated observations (New coach = 1). A graphical representation of

the nested logit model is given in Figure 5, which also illustrates the three treatment types and associated

probabilities.

23This method for clustering is suitable for our context, where a mix of continuous and categorical variables are to be
considered. The algorithm identifies the optimal number of clusters based on “silhouette widths”, a measure of relative similarity
to the members in the same group compared to those in the other group. See, der Laan et al. (2003) for the details.
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New coach

Dissimilar coach

Dissimilar change

1

P̂r[New coach = 1]× P̂r[Dissimilar coach = 1]

Similar change

0

P̂r[New coach = 1]× P̂r[Dissimilar coach = 0]1

P̂r[New coach = 1]

No change

0

P̂r[New coach = 0]

Figure 5: Nested logit model

Notes: The Figure illustrates the nested logit model, where the first nest classifies the cases into New coach = 0 or New coach = 1,
and the second nest further classifies cases with New coach = 1 into Dissimilar coach = 0 or Dissimilar coach = 1, resulting in the
three possible outcomes (No change, similar change, and dissimilar change). Corresponding probabilities of each outcome are obtained
using the predicted values resulting from the estimation of logistic regression of each nest.

The procedure, akin to Step 1 in the previous section, can be applied to estimate the probability of

dissimilar change, i.e. P̂r[Dissimilar coach = 1|Z]. The estimation results are quite different from those in

Table 4, where only a few covariates were selected: Relegation zone, Days between matches, and Standing.

The associated AUC-PR is .82301, which is larger than the baseline of .71338. However, the AUC-PR

relative to baseline in this case (1.154) is considerably smaller than that of the first nest model (8.422). This

indicates that the separation is more challenging in the former case than the latter.

The flip side of this is, however, that the underlying imbalancedness is less severe. In fact, the SMDs of

the selected covariates between the dissimilar and similar changes are not significant at 5% significance level

in the raw sample, and the average value of the absolute SMDs is .217. Nevertheless, a significant reduction

in the SMDs is achieved between the similar and dissimilar changes by applying the weights defined by

the inverse of respective propensity scores; the average value of the absolute SMDs is .026 in the weighted

sample.

Based on this, we extend our previous model to assess the effectiveness of the three possible treatments,

(1) no change, (2) similar change, and (3) dissimilar change. As explained in Wooldridge (2010), regression

adjustment in the multiple treatment case is an obvious extension of the case where treatment is binary.

Therefore, we weight the sample with the inverse of the ex-ante probability of an actual treatment status,

as depicted in Figure 5. Then, we estimate the outcome model (5) with an additional treatment variable

Dissimilar coach, together with the control variables associated with the outcome and the covariates selected
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in the treatment assignment model. The results are reported in Table 7. The estimated coefficients of New

coach and Dissimilar coach indicate that replacement with a similar manager has no statistically significant

effect at the 10% significance level, whilst the appointment of a new manager who has a different profile than

the old is associated with an improvement in the five and ten following matches at 10% and 5% significance

levels, respectively.

Table 7: Double robust estimates of outcome model with dissimilar treatment

Dependent variable:

Points 5 matches Points 10 matches Points rest of season

(1) (2) (3)

New coach −0.084 0.004 0.060
(0.121) (0.075) (0.066)

Dissimilar new coach 0.247∗ 0.195∗∗ 0.117
(0.147) (0.090) (0.084)

Home advantage 1.080∗∗∗ 0.985∗∗∗ 0.894∗∗∗

(0.253) (0.249) (0.259)
Club ability 0.036∗∗∗ 0.028∗∗∗ 0.030∗∗∗

(0.010) (0.007) (0.007)
Opponent club ability −0.026∗ −0.028 −0.014

(0.014) (0.020) (0.021)
Constant 1.286∗∗∗ 1.982∗∗∗ 1.873∗∗∗

(0.415) (0.211) (0.242)

Observations 6,375 6,375 6,375
Log Likelihood -8,557.107 -7,595.530 -7,228.201
Akaike Inf. Crit. 17,140.210 15,217.060 14,482.400

Notes: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01. Robust standard errors in parentheses. The coefficients for the covariates from treatment
assignment model are not reported.

4.4 Robustness exercise

We conducted two groups of robustness exercises, attempting to address the relevance of the PS specification

and the uncertainty that stems from using a two-step procedure in the final ATE estimation. Regarding

the first aim, the previous literature (Millimet and Tchernis, 2009; Millimet et al., 2010) and our simulation

exercise in Section 2 suggest the benefits of using an approach that does not impose high penalties for

including variables. However, we check the sensitivity of our ATE estimation to four alternative model

specification techniques. The first two utilise two machine learning approaches, Lasso and Gradient Boosting

Machine (GBM), respectively, based on their parsimony and flexibility. The other two methods explore the

relevance of relying upon the lowest AIC as a stopping criterion in the stepwise regression. Although we prefer

the AIC over the BIC alternative because the former uses lower penalty terms for additional parameters, we

appraise the importance of this decision by estimating the PS by (1) using the three models with the lowest

AIC in the stepwise procedure and weighting the respective predicted values by the Akaike weight (Burnham

and Anderson, 2004) and (2) using the lowest BIC as a stopping criterion in the stepwise approach.

The second exercise appraises the uncertainty generated due to PSW involving two estimation steps. This

means that any misspecification error in the PS estimation will affect the estimation of the ATE. To take this
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into consideration, we obtain a bootstrap estimation using 1,000 replicate datasets of the original sample size

(10,344 club-match observations) generated by random sampling with replacements. The estimation of PS

and ATE is repeated for each replicate dataset and we obtain the mean value of the ATE and the associated

standard deviation to estimate standard errors.

Table 8 shows the ATE estimation under the original and the five alternative strategies described in this

section. It can be observed that the strategy to select the PS model does not alter the qualitative results

about the influence of a new head coach on performance. The causal effect estimates of the fourteen head

coach characteristics were also qualitatively similar across the different approaches but are not reported for

the sake of conciseness.

Table 8: Robustness check. Estimate of the ATE of New coach using different methods

Dependent variable: Points

5 matches 10 matches rest of season
ATE SE ATE SE ATE SE

Stepwise (AIC)(I) 0.139 (0.104) 0.184* (0.097) 0.180** (0.090)

Lasso(II) 0.173 (0.108) 0.212** (0.096) 0.212** (0.093)

GBM(III) 0.105* (0.063) 0.114** (0.054) 0.107** (0.052)

Stepwise (BIC)(IV) 0.118 (0.097) 0.157* (0.091) 0.157* (0.086)

Stepwise (Akaike weights)(V) 0.155* (0.094) 0.199** (0.085) 0.191** (0.080)

Bootstrap(VI) 0.115 (0.072) 0.142** (0.067) 0.140** (0.064)

Notes: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01. PSs are estimated using the stepwise regression with the lowest AIC as a stopping criterion
(I), Lasso (II), GBM (III), the stepwise regression with the lowest BIC as a stopping criterion (IV). For (V), PS is obtained using
three specifications with the lowest AICs in the stepwise procedure and computing weighted sum of the predicted values by Akaike
weights explained in Burnham and Anderson (2004). For (VI), the ATE and SE are based on the mean and standard deviation of ATEs
obtained using 1,000 bootstrap samples for which the estimations of PS (the stepwise regression with the lowest AIC as a stopping
criterion) and ATE are repeated.

4.5 Discussion

Estimation results reported in Tables 6 indicate that replacement of a head coach has, on average, a positive

impact on subsequent performance once we correct for the probability of treatment using a double robust

approach. Moreover, we show how to extend the standard binary analysis by decomposing a head coach

replacement into changes in different managerial attributes between the old and the new manager in a way

that we can assess their separate impact.

The example shows that taking into account the differences between the new and dismissed coaches does

provide further insights into the effectiveness of leadership change. For example, when a new manager has a

stronger association with the club, indicated by the manager having finished his playing career at the club,

this can positively influence post-succession performance. The negative (and significant in the short term at

conventional levels) coefficients on Former vice coach imply that internal succession is expected to worsen a

club’s performance. This can be partly explained by the view that the internal succession may involve more

minor strategic change due to the cognitive and psychological attachment to the existing strategy (Farah
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et al., 2020). The analysis also shows that appointing a new head coach who had not been in employment

as a coach in the preceding season could be effective. Recent absence could be a desirable managerial

characteristic since engaging in activities outside coaching and reflecting on their working methods may help

them adopt a broader perspective.

To appraise the magnitude of the estimation results, they can be compared with the marginal effects of

the club strength variables. According to the last column of Table 6, the estimated effect of a new manager

who had not been on managerial duty in the immediately preceding season is β̂Absent last season = 0.288 per

match in the post-succession period. This is, relative to the effect of a one unit increase in our ability measure,

β̂Club ability = 0.043, 0.288/0.043 = 6.698 times larger. Recall that our measure of a club’s ability takes the

minimum and maximum values of 1 and 20, respectively, and is increasing in their strength. Suppose a club’s

ability is at the 1st quartile of the distribution (= 5.75). Then, the change is equivalent to an increase in the

club’s ability of 5.75+6.698 = 12.448, which is in between the 2nd and 3rd quartiles. That is, the magnitude

is approximately equal to a move from the bottom 25% in terms of the ranking in the league, to between

the top 25% and 50%. Similarly, the expected effect of a new manager with a strong association with the

club (having finished their career as a player at the club) relative to the marginal effect of Club ability is

0.529/0.043 = 12.302. Therefore, the impact of the change is similar to that associated with an improvement

in the measure of a club’s ability from 5.75 to (the 1st quartile) to 18.052 (above the 3rd quartile = 15.25).

5 Causal analysis in qualitative research designs

Proponents of qualitative methods have argued the advantages of studying causality using case studies

(Maxwell, 2013, 2012). In this respect, in an enlightened discussion, Maxwell (2012) distinguishes between

two original philosophical approaches to causation. On the one hand, the qualitative view builds on the

“regularity” or “successionist” theory of causality. Thus, it accepts that we cannot directly perceive causal

relationships but only observe a conjunction of events. This theory contrasts with a quantitative method

based on a theoretical estimation of the relationship between two variables. This approach studies how

a change in the first (independent variable) is followed by a change in the second (dependent variable).

While the previous dichotomy diminishes the role of qualitative research in causal analysis, Maxwell (2012)

advocates an alternative view in which causal analysis focuses on identifying the (observed) consequences of

causal variables that resulted in a specific outcome in a particular context (see, for example, Little (2010)).

Therefore, although qualitative analysis may lack a particular elaborated design, its advantage is that it is

conducted as a reflexive process operating through every stage of the project (Hammersley and Atkinson,

2019; Maxwell, 2013).
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Despite the discussion above, Antonakis et al. (2010) criticise qualitative methods in causal analysis

because, unlike laboratory experiments, case studies do not have complete control of other variables affecting

the outcome of the case being studied. In this regard, synthetic control methods (SCM), developed in

Abadie and Gardeazabal (2003) and Abadie et al. (2010, 2015), provide a way to bridge quantitative and

qualitative designs. The general idea of SCM is that, to assess the causal effects of, for example, policy

decisions (California’s Tobacco Control Program in Abadie et al. (2010)) or events (terrorist acts in Abadie

and Gardeazabal (2003)), it is necessary to compare the studied case with a relevant counterfactual. This

counterfactual is intended to show the hypothetical state of the institution being analysed if it had not been

subject to treatment. However, the observations in the control group do not provide a suitable counterfactual

because they can be different from the treated organisation in ways that are relevant to outcomes, which can

bias the analysis. Thus, SCM uses a data-driven procedure for constructing a synthetic counterfactual case

by combining observations in the control group based on their similarity with the case of interest. Then,

estimating the treatment effect is simply a matter of comparing the treated institution with the synthetic

counterfactual. Based on one comparison, SCM does not allow for classical inference. However, it is still

possible to perform falsification tests estimating the impact of treatment on populations that are not affected

by treatment.

The philosophy of SCM is similar to PSM in the particular case where there is only one treated obser-

vation to match. Thus, SCM does not estimate propensity scores as the treated individual is determined in

the natural experiment, however, similarly to PSM, it matches treated and control observations based on

observable variables. The use of SCM can overcome the criticism of qualitative research in Antonakis et al.

(2010) by comparing the case of interest to a synthetic counterfactual case. However, it should be noted

that SCM is only applied where there is a natural experiment, while qualitative research can generally study

the consequences of endogenous behaviour and decisions. PSA could still complement rigorous case studies

by providing general estimates of causal effects in the latter case. For example, our tutorial case studies the

separate impact of different types of characteristic changes associated with managerial turnover. In doing

that, we control for the different variables that explain the decisions to replace a head coach. Moreover, the

contribution of each managerial characteristic is studied in a ceteris paribus analysis. This type of research

could complement case studies that reflect on the consequences of a particular type of managerial change.

Overall, while qualitative studies reflect on the effects of actions in a specific case and context, PSA can

show whether these results can be generalised to other settings.
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6 Lessons, limitations and implications for future research

Randomised control trials could be unfeasible or even non-natural when empirical research involves the

analysis of behaviour, emotions or decisions. In this paper we explain how to conduct a PSA and discuss

the implementation of this approach in recent papers in the leadership literature. PSA is illustrated with

a tutorial case that estimates the causes and consequences of head coach changes in Italian football. The

example presented in this paper also illustrates how to extend the analysis to estimate how different types of

managerial dismissal affect post-succession performance. The tutorial approach is simple as it only requires

the use of propensity scoring in weighted regression. It can also be easily adapted to study how managerial

turnover operationalises, such as different leader-characteristic changes.

Although the example presented is specific to the sports industry, the particular nature of professional

sports facilitates tackling internal validity concerns typically present in causal analysis. Giambatista et al.

(2005) noted that while it is unclear whether results for specific sectors could be generalised elsewhere,

non-sports contexts in the literature are also concentrated in very specialised settings such as manufacturing

enterprises. Therefore, given the advantages of transparency in organisational objectives and measures of

performance, they recommend researchers to continue exploiting sports data to investigate issues around

managerial succession. We hope this tutorial contributes to incentivising the use of sports data in future

management and leadership research.

Three future lines of research can be proposed based on this study. The first possibility is to employ

more advanced methodologies such as machine learning (Doornenbal et al., 2021) for causal analysis. PS

estimated with a machine learning approach can be easily integrated into the estimation process described in

the tutorial without the need to wait for statistical packages that include the new methods in the matching

algorithm. A second possibility is to explore further how managerial change is operationalised. Thus, future

research could study, for example, how changes in head coach characteristics interact with organisational

and environmental attributes or extend the set of managerial characteristics to include charisma indicators

(Tur et al., 2021). A third possible future line of research is to use PSA to explore critical questions in the

leadership literature, such as the effect of awards on performance or the impact of different types of leader

decisions. The joint consideration of PSA and sports data seem, in principle, a promising avenue for future

research.
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Appendix

Table 9: OLS estimates of outcome models

Dependent variable:

Points 5 matches Points 10 matches Points rest of season

(1) (2) (3)

New coach −0.051 −0.067 −0.063
(0.053) (0.047) (0.044)

Home advantage 0.594∗∗∗ 0.609∗∗∗ 0.648∗∗∗

(0.044) (0.045) (0.045)
Club ability 0.051∗∗∗ 0.051∗∗∗ 0.050∗∗∗

(0.001) (0.001) (0.001)
Opponent club ability −0.042∗∗∗ −0.042∗∗∗ −0.041∗∗∗

(0.002) (0.003) (0.003)
Constant 0.955∗∗∗ 0.936∗∗∗ 0.885∗∗∗

(0.034) (0.036) (0.036)

Observations 10,344 10,344 10,344
R2 0.215 0.249 0.261
Adjusted R2 0.215 0.248 0.261
Residual Std. Error (df = 10339) 0.654 0.582 0.551
F Statistic (df = 4; 10339) 709.474∗∗∗ 855.274∗∗∗ 912.136∗∗∗

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
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