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LivSURF Project Brief: Hateful Video Detection via Verbalized Prompt Learning
Based in Faculty
Science and Engineering
Based in School / Academy
School of Computer Science and Informatics
Project Length
8 - 10 weeks
Project Abstract
The rapid proliferation of hateful content in video form on social media platforms poses unique
challenges for content moderation. Unlike text-only hate speech, hateful videos convey hostility
through multiple modalities spoken words, visual symbols, gestures, text overlays, and contextual
scenes making detection significantly more complex. This project develops a novel approach that
optimizes natural language questions to guide frozen vision-language models, achieving competitive
detection with only 5-20 labelled examples instead of thousands.
Core Idea: Learn to ask better questions (e.g., "Does the video show hate symbols targeting
groups?") rather than retrain models, reducing costs by 80-90% while maintaining accuracy.
Research Questions
Implement a verbalized learning algorithm for question optimization
Experiment with few-shot learning and advanced prompting techniques
 Evaluate performance on multimodal hate detection benchmarks
 Analyse cross-model transferability and failure cases
Student Development
1. Vision-language models
2. Prompt engineering
3. Few-shot learning
4. Video processing
5. Responsible AI
Essential Criteria
• Essential Skills required: Strong communication skills, Rigorous and diligent work ethic, Strong willingness to collaborate as part of a team, Strong programming skills
Course Requirements
Any degree discipline however must have good programming skills
Supervisor Support
As a student, you will be supported as follows: Online meetiing, once a week
Ethical Review
This project does not require University of Liverpool ethical review
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